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Photochemical Hole Burning: 
A Spectroscopic Study of Relaxation Processes in 
Polymers and Glasses 

By Josef Friedrich and Dietrich Haarer* 

Photochemical hole burning is a special type of saturation spectroscopy in the optical do- 
main having many analogies with NMR methods. The holes, which are burnt with laser ir- 
radiation, appear as small indentations in the absorption spectra of dye molecules which 
are doped into a polymer or glass in minute concentrations. Based on their narrow line 
width, photochemical holes can be regarded as highly sensitive spectroscopic probes. They 
can be used to detect small perturbations of the system by external parameters, giving rise 
to line-shifts and broadenings. Besides the many well documented, spectroscopic applica- 
tions of hole burning, it may offer interesting future developments for the spectroscopy of 
biomolecules and for high-density data storage. 

1. Introduction 

The optical properties of many crystalline and poly- 
meric organic solids are frequently dominated by guest 
molecules. Guest molecules can either be impurities or 
doping materials. It has, for example, been known from 
the early days of low temperature spectroscopy of crystal- 
line organic materials that impurities in low concentrations 
(lop4 mol/mol) can dominate the emission spectra of crys- 
talline host matrices[’**]. 

This article deals with hole burning spectroscopy of or- 
ganic host-guest systems. This spectroscopic method was 
discovered in 1974 by two Soviet research groupsf3-’]. Pho- 
tochemical hole burning (PHB) spectroscopy is a special 
kind of saturation spectroscopy: With narrow-band excita- 
tion very narrow and stable photochemical holes can be 
“burned” into the absorption bands of guest molecules. 
From the line width and line shape of these holes one can 

[*] Prof. Dr. D. Haarer, Prof. J. Friedrich 
Physikalisches Institut der UniversitBt 
Postfach 3008, D-8580 Bayreuth (FRG) 

obtain information about both the host and guest systems 
(examples of photochemical holes are shown in Figs. 14, 
19, 30, and 31). Most attractive is the very high optical re- 
solution of the hole burning method. In this article we 
shall mainly focus on the spectroscopy of glasses and 
polymers, since the high resolution aspects of the new 
method are especially useful in this field. 

In this context we mention that organic host-guest sys- 
tems are also interesting from the viewpoint of applica- 
tions. Examples are sunlight-collectors which use organic 
molecules in polymer or glass matrices to scatter diffuse 
sunlight into a small solid Other, more complex 
host-guest systems, which are still not completely under- 
stood, are polymeric pho toc~nduc to r s [~~~~ ,  photographic 
layers[”], and biological light-harvesting pigments[”]. 

2. Energy Bands, Localized Excitations, and 
Phonons 

The optical properties of organic solids which are doped 
with dye molecules are determined both by the absorption 
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spectrum of the guest and that of the host. The host states 
are characterized by bands of bandwith B (Fig. 1). The ori- 
gin of the band states is the close packing of the host mole- 
cules leading to a strong molecular interaction. Band states 
have dispersive character, i.e. the excitation energy is, in 
most cases, delocalized over many  molecule^^'^^'^^ (exci- 
tonic state). In contrast to the band states, the excited 
states of the guest molecules are localized. The localized 
states are referred to as matrix-isolated because they are 
more or less decoupled from the host states. Many systems 
which absorb in the visible region are matrix-isolated. The 
host system is frequently chosen such that its intrinsic ab- 
sorption is in the UV region of the spectrum. In the follow- 
ing we will focus our attention on matrix-isolated systems 
and thus do not have to deal with the band-states shown in 
Figure 1. We will, instead, focus on the states S1, S2 which 
arise from doping and which are termed extrinsic and will 
investigate their electronic, vibronic (v), and phonon satel- 
lites. Examples of such systems are amorphous poly- 
styrene (matrix) doped with phthalocyanine (guest) or 
crystalline durene (1,2,4,5-tetramethylbenzene) (matrix) 
doped with naphthacene (guest). The concentrations of the 
dopant are usually very low to mollmol). 

1 

4 F I 

I 

i3 

- s2 

Fig. 1. Energy level scheme of a dye molecule in an organic glass or polymer 
matrix. B: Electronic band states of the host system (exciton band): S,,  T,: 
Singlet and triplet levels of the guest molecule; u,,: Vibrational levels of the 
guest molecule in its electronic state i. The levels which appear as a quasi- 
continuum correspond to phonon states of the host. PR: phonon relaxation: 
VR: vibrational relaxation: IC: internal conversion: ISC: intersystem cross- 
ing; A: absorption; F: fluorescence. 

The probability per unit time of an optical transition 
from the ground state So to an electronic state of the guest 
molecule (for instance S,) can be calculated via Fermi's 
golden rule: 

where Yo is the electronic wave function of the ground 
state So, Y, is the wave function of the first excited state, 
and g ( E  - E l )  is the normalized absorption line shape 

Phthalocyanine Naphthacene 

function. Hrad characterizes the interaction of the molecule 
with the radiation field of the light source: 

Equations 1 and 2 show that the transition probability Plo 
is proportional to the square of the transition dipole mo- 
ment @l,,=(Y'll@lYo), where pl0 is related to the oscillator 
strength fi0 of the transition under consideration (see 
e.g. [I4]): 

@1012=fio [3he2/(4nmcv10)] (3) 

where Vlo is the optical transition energy in cm-I. 
The oscillator strengthf,, can be obtained directly from 

measurements of the extinction coefficient E , ~ .  The index n 
labels the transition n+O whose absorption spectrum is be- 
ing considered. One can write 

(4) 

where N A  is Avogadro's number, no is the refractive index 
of the material, and E~ is the dielectric constant. 

So far, only electronic excitations have been considered 
(with the additional assumption of dealing with allowed 
transitions). Besides the electronic excitations, molecular 
spectra also reflect vibrational degrees of freedom. The rel- 
ative intensity of the electron-vibration bands is given by 
the Franck-Condon principle, which determines the cou- 
pling of the intramolecular vibrations of the guest mole- 
cules, which have well-defined energies up to several thou- 
sand wave numbers; the same principle also determines 
the coupling of lattice modes (phonons) to the electronic 
transition. Typical phonon energies lie in the range 10 to 
100 cm-I; they have a continuum character (Fig. 1). In the 
following we consider the coupling of a "normal lattice 
mode" q, of frequency 0,. Figure 2 shows two electronic 
energy levels Eo and El. On each of these levels one can 
build up excitations of harmonic oscillators with energies 
h a , .  As can be seen from the figure, an electronic excita- 
tion from Eo to E ,  leads to a change in equilibrium dis- 
tance from q1 = 0 in the ground state to q, = q,o in the ex- 
cited state. The corresponding energy change is propor- 
tional to the force constant K,=rn,f l?  of the harmonic os- 
cillator with frequency 0, and mass m,: 

The energy EPi corresponds to half the Stokes-shift be- 
tween the maxima of the absorption and emission spec- 
tra. 

If one wants to calculate optical spectra, the transition 
probabilities to the vibrational levels Qni(v) have to be cal- 
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Fig. 2. Energy diagram for interpreting the phonon sideband spectra in terms 
of configurational coordinates: qi represents a normal mode of the lattice. 
The arrows correspond to zero-phonon and three-phonon transitions in ab- 
sorption and emission, respectively (see text). 

culated. Here, the index n stands for the electronic excita- 
tion, index i labels the i-th lattice mode of frequency h a i ,  
and v labels the number of excited vibrational quanta in 
the mode i. 

To simplify the calculation, several approximations have 
to be introduced. The first, is the harmonic approximation, 
which assumes that all lattice modes are independent of 
another and are described by parabolic potentials; the sec- 
ond, is the low temperature approximation, which assumes 
that in the lowest electronic state only the zero point vibra- 
tion is excited; the third approximation is the assumption 
of linear electron-phonon coupling, which assumes identical 
force constants in the ground state Eo and excited state 
El.  

In most experiments the above assumptions are well ful- 
filled. (Some details have to be modified for calculation of 
the optical line widths.) 

The transition probability YltYo can be calculated us- 
ing the Franck-Condon principle, which states that the 
electronic excitation is so rapid that the lattice coordinates 
qi cannot follow. Hence, in Figure 2 the optical transitions 
can be symbolized by vertical arrows. With the above as- 
sumptions the transition probability can be calculated 
from the lowest vibrational state (00) to the vth level of the 
lattice mode qi in the excited electronic state 

The line shape function of equation (6) leads to narrow 
peaks with spacing h a i ,  characterizing the absorption 
spectrum of the electronic transition 1 +O.  The intensity of 
the narrow peaks is given by the overlap of the harmonic 
oscillator wave functions of Figure 2. Figure 3a shows the 
transition probability for two modes i and j calculated with 
the aid of equation (6). For the sake of clarity, we have 
drawn the absorption and emission spectra separately. In 
order to obtain the complete spectrum, all modes i have to 
be summed. Figure 3b shows a spectrum which results 
from superposition of modes i and j. The zero-phonon line 
(v= 0) dominates the whole spectrum. There are two rea- 
sons for this: First, the zero-phonon lines of all lattice 
modes i,j . . . add at the electronic origin El  - Eo. Second, 
the width of the zero-phonon line is narrower because its 
relaxation is prohibited to some extent by the large energy 
splitting El-&.  The adjacent lattice states spaced by 
nhOi and nhOj relax on a much faster time scale. The en- 
velope of all phonon excitations is termed a phonon side- 
band. 

b , Stokes. shift __ 

emission absorption 

Zero-phonon line 

Fig. 3. a) Transition probabilities for two lattice modes i and j [see eq. (6)j; b) 
superposition of the two modes i and j. The intensities of both modes add up 
at the zero-phonon frequency (line coincidence); however, they do not add 
up in the multi-phonon transitions. 

We are interested in calculating the line shapes quantita- 
tively. Figure 4 therefore shows a typical line profile of an 
electronic transition including its phonon sideband (see 
Section 3). An important quantity is the Lorentzian zero- 
phonon line z(w) with its integrated area a and its line 
width y. A second characteristic feature is the phonon side- 
band p(w)  with its integrated area (1 -a). The line shape of 
the phonon sideband is given by the overlap integrals of 
equation (6); these correspond to a Poisson distribution 
(see e.g. 9. In many cases an approximation using a 
Gaussian profile is completely adequate[I5. 16, ''I . Th e total 
line shape of the 1 t o  transition is a normalized superposi- 
tion of z(w) and p(w).  The transition is characterized by the 
Debye-Waller factor a, which gives the relative intensity Z, 
of the zero-phonon line normalized by comparison with 
the total intensity Ir Figure 5 shows an experimentally de- 
termined guest-host phosphorescence spectrum['81: In Fig- 

2n 
PI 1.00 (v) = 7 I( yl@ 11 (V)Ifirad 1 YO 00, (o))12 g(E  - El - vh 0,) 

(6) 
2n 
h = - ~ ( @ l ~ ( v ) ~ @ ~ ~ ( o ) ) ~ ' ~ ( ~ l  lfiiradl Yd)l'g(E- El - fin,) 
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As T-0, (11 can readily be calculated (see e.g. giving 

W’ 

Fig. 4. General line shape function of an electronic excitation of a guest mo- 
lecule in a solid host matrix: Schematic view of a zero-phonon line and 
phonon sideband. 

ure 5b the zero-phonon line is the dominating feature and 
in Figure 5a the phonon sideband dominates. The first 
case is referred to as weak electron-phonon coupling and 
the second, as strong electron-phonon coupling. For high- 
resolution hole burning spectroscopy one needs systems 
with strong zero-phonon lines to yield the required optical 
resolution. 

a 

b 

I 

A 
4800 4600 

Fig. 5. Phosphorescence spectra of two trap states in the charge-transfer sin- 
gle crystal naphthalene-tetrachlorophthalic anhydride. a) Purified material: 
The trap state is strongly coupled to the lattice, i.e. the relative intensity of 
the phonon sideband is large. b) Unpurified material: The trap state is 
weakly coupled to the lattice: the relative intensity of the phonon sideband is 
small. A trap-state is a localized excited state of a crystal and can, for exam- 
ple, be produced by doping or by the presence of impurities in natural abun- 
dance. 

The Debye-Waller factor a is extremely relevant for hole 
burning experiments. It follows explicitly from equation 
(6) if one compares the contribution of all modes to the 
zero-phonon line, namely I(GJli(O)lGJOi(O))l2, with the to- 

tal intensity. Since the total intensity is normalized, one 
obtains 

i 

If only a single phonon mode is considered, S has a simple 
physical interpretation: It corresponds to the number of vi- 
brational quanta which are excited in the maximum of the 
phonon sideband. If the case shown in Figure 2 is taken, 
one gets an S-value of 3. The “Franck-Condon gap” Ai 
(half the Stokes-shift) can also be calculated from the one- 
mode model shown in Figures 2 and 4: 

For S-values > 5 ,  one is dealing with strong electron- 
phonon coupling. In such cases one cannot expect to ob- 
serve a narrow zero-phonon line [eq. (8) ] .  Especially in the 
case of rather strong electron-phonon coupling, the “one- 
mode” model is quite often good, because usually a single 
mode couples more strongly than the others and, thus, 
dominates the optical spectrum. 

3. Optical Line Shapes in Perfect Lattices 

The optical properties of guest molecules are strongly 
influenced by the nature of the host lattice. For this reason 
one can consider a guest molecule as a sensitive probe for 
the structure and dynamic properties of the host lattice. To 
exemplify the host-guest interaction we consider a matrix- 
isolated molecule. Its excited state lifetime Tlo is given by 
various relaxation processes, such as fluorescence (F), in- 
tersystem crossing (ISC), internal conversion (IC), and vi- 
brational relaxation (VR) (see e.g. [’‘I and Fig. 1). From 
Heisenberg’s uncertainty relation the natural line width 
is 

Yn = 11 TI, (10) 

yo is given as the full width at half-height (FWHH) and is 
expressed in units of 2n/s. For singlet states S, ,  lifetimes 
of lo-’ to s are typically encountered; therefore, the 
yo values lie in the range 100 MHz to 1 GHz. If one wants 
to measure natural line widths, typically an optical resolu- 
tion wo/yo= lO7-1OS is required (ao is the frequency of the 
optical transition). 

So far we have neglected the influence of the lattice, 
which reduces the lifetime T I ,  to T,  by introducing new ra- 
diationless decay In addition to the relaxation 
phenomena, the host-guest interaction introduces mechan- 
ical strain; it also leads to electrostatic and to van der 
Waals’ interactions, shifting the molecular level by a “sol- 
vent shift” D[221. In the case of a perfect host lattice, all mo- 
lecules experience identical shifts and, hence, their optical 
transitions coincide (Fig. 6). The width of this ideal line at 
T=O is given by its lifetime TI. Upon increasing the tem- 
perature, the thermal motion of the lattice increases and 
leads to an additional line-broadening mechanism, termed 
phase relaxation (see e.g. 123,241). We would like to describe 
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3 2JL 
Fig. 6. Schematic view of the optical absorption lines of three (identical) 
guest molecules in a perfect crystal. The three lines have identical transition 
frequencies. 

this relaxation process on a qualitative level. If a whole en- 
semble of molecules is excited with a coherent light source, 
an ensemble of molecules oscillating in phase with each 
other and with the external light source results. In this 
way, a macroscopic polarization is induced which can be 
expressed as a vectorial sum of all molecular transition di- 
pole moments 

Equation (1 1) describes a complex vector rotating with the 
laser frequency 

W L  = (E,  - Eo)/h 

(In a coordinate system which rotates with frequency 
wol =(El - Eo)/h,  the fast-phase factor of eq. (1 1) is 1 ; see 
Section 6.) 

If an individual molecule of the large ensemble is con- 
sidered, a thermal motion in its neighborhood will change 
its energies from Eo to Eo+AEo and from El to El +MI. 
As a consequence, the characteristic frequency of the tran- 
sition moment is shifted by the amount E = (AEo - A&)/h. 
This “detuning” leads to a phase loss of the molecule. 
Since the thermal motions of the lattice have a stochastic 
nature, E is also stochastic and thus leads, within the time 
interval TT (phase relaxation time), to a statistical distribu- 
tion. During this time the various transition moments be- 
come out-of-phase and, thus, the macroscopic polarization 
drops to Fo/e. 

These considerations are only valid if the lattice fluctua- 
tions can be regarded as being stochastic, i.e. if a motion at 
time t + t‘ is completely independent of one at time t. This 
is valid for t‘>z,, where z, is the correlation time de- 
scribing lattice fluctuations. If one applies Heisenberg’s 
uncertainty principle to the decay of the macroscopic po- 
larization, 

results, where yh is the homogeneous line width: this reflects 
the dynamic influence of the lattice on the probe molecule. 
As mentioned previously, Tz+Tl as T+O K, which is a 
consequence of the third law of thermodynamics. At 
T=O K the stochastic motions of the lattice are “frozen 

out”. The lattice has a “sharp” energy level and thus its en- 
tropy is zero. 

The lattice fluctuations are caused by phonons, which at 
thermodynamic equilibrium are created and destroyed 
with the boundary condition of a mean occupation num- 
ber (n) given by 

One can, therefore, argue that the fluctuations of an ex- 
cited state are caused by quasi-elastic scattering via phon- 
0ns[25326,273. This is shown schematically in Figure 7:  A 
phonon is absorbed in the ground state Yo of the scattering 
center. This changes the energy of the state Yo by a small 
amount AE,,. If the coupled system of molecule plus 
phonon absorbs a light quantum, it does so at an energy 
(ET -EE), which is slightly different from that of a “phon- 
on-less” transition at (El - Eo). This is due to a slightly dif- 
ferent charge distribution in the probe molecule in the ex- 
cited state. Since the phonon is re-emitted to the lattice, 
one refers to the above process as elastic scattering. These 
scattering processes lead to an increase in line width of the 
order (((AEo-AEl)2))1’z. Clearly, as T+O K such scatter- 
ing processes disappear [eq. (13)], since at T=O no thermal 
phonons are available. 

E ,  

E :> 

I P ’ >  

Fig. 7. Energy diagram for elastic phonon scattering involving two different 
electronic levels (0,l). The electronic transitions are drawn with straight ar- 
rows, the phonon transitions with wiggly arrows. 

In this case, yh is, according to eq. (12), exactly deter- 
mined by the inverse of the lifetime TI. The discussion pre- 
sented here shows that the homogeneous line width as a 
function of temperature is a characteristic probe for dy- 
namic processes in the lattice. 

At this point we want to make some remarks concerning 
the line widths. We have shown earlier in this section that 
the phase relaxation is given by the decay of the macro- 
scopic polarization. In mathematical terms, this time de- 
pendence is described by the autocorrelation function of 
the dipole moment[281: 
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The autocorrelation function can be viewed as a mathe- 
matical scheme which correlates a physical parameter 
(here the macroscopic dipole moment) at time t with the 
same quantity at t = O .  The average brackets in equation 
(14) reflect that C is a macroscopic quantity. The optical 
line shape is given by the Fourier transform of the autocor- 
relation function of the dipole moment: 

1 +oo 

L(E) = _f_ / C(t)e-’E”h dt 
2n -=  

The decay of C is given by T: and TI for times t % T,[’~]. For 
exponential decay of C, L(E) is given by a Lorentzian line 
shape. If only two states are considered (i.e. Yo, Y,), equa- 
tion (15) yields directly 

where g is the normalized line shape function introduced 
in equation (1). 

4. Optical Spectra in Glass Matrices 

The optical spectra of guest molecules in glassy matrices 
are very different from those in crystalline matrices. To un- 
derstand this phenomenon, one has to grasp the basic dif- 
ference between a crystal and a glass: The glass transition 
is not a real phase transition, even though many thermody- 
namic properties exhibit discontinuities there[30-321. The 
glass transition has certain kinetic aspects which we will 
discuss briefly. If the temperature of a host-guest system is 
lowered through the range in which the glass transition oc- 
curs, the intrinsic viscosity of the liquid increases by many 
orders of magnitude. The liquid finally freezes at a ficti- 
tious temperature T,. To define this temperature, we have 
to perform a gedankenexperiment: We freeze the liquid 
slowly, maintaining thermodynamic equilibrium. The in- 
creasing viscosity of the solution leads to increasing relax- 
ation times and, hence, equilibrium can only be main- 
tained down to a temperature T,. At this point we quench 
the liquid to temperatures below which the liquid freezes, 
i.e. is in a glassy state. We can then assume that the poten- 
tial distribution of the glass corresponds to that of the li- 
quid at temperature T,. Clearly, T, depends on the cooling 
rate. The thermodynamic properties of a glass therefore 
depend on the sample’s cooling history. Hence, a glass is a 
non-equilibrium state[331. Each cooling cycle leads to a dif- 
ferent point in the configurational space. Figure 8 shows a 
cross section through the configurational space along a 
coordinate q. The figure shows that a glass has entropy 
even at absolute zero[331, since it can occupy various config- 
urations. This is in contrast to the typical situation for a 
crystal, whose configuration is well defined at T=O. In a 
glass one can think of relaxation processes (e.g. between 
the states 1 and 2 of Fig. 8) leading to an energy uncertain- 
ty, which will eventually be reflected in the optical spectra 
of glassy materials. 

Figure 8 suggests an approach to a quantum mechanical 
interpretation of the glassy state134s351. The random poten- 
tial given in Figure 8 can be represented as a distribution 

t A 

Fig. 8. Cross section through the configurational space of a glass along a fic- 
titious coordinate q (see text). 

of double-well potentials. The dynamics of the glassy state 
can be modeled by the dynamics of double-well potentials 
whose parameters are determined by an appropriate distri- 
bution function. The physics of the systems is determined 
by this distribution fun~tion‘~~,~’’.  Measurements of spe- 
cific heat (C,) below 1 K allow conclusions to be drawn 
about the glass distribution function, but only over narrow 
energy (see Section 13). 

For double-well potentials the nomenclature of “two- 
level systems” (TLS) has been used to describe the two 
lowest eigenstates of the system. The TLS states seem to 
have a high spectral density at very low energies and this is 
responsible for the so-called thermal anomalies: At tem- 
peratures below 1 K the specific heat increases linearly 
with temperature (crystal - T3)  and is time-dependent139z401 
and the thermal conductivity increases with T 2  (crystal 
- T 3 ) ;  both the velocities of sound and that of light in 
glassy systems are temperature-dependentl4’]. In the past 
few years it has become clear that TLS also influence the 
optical properties of amorphous rnaterial~~~’-~~].  

Amorphous lattice lnhomogeneous line 

w1 w2 w3 w 

Fig. 9. Schematic view of the optical absorption of three (identical) guest mo- 
lecules in an amorphous host. In contrast to the situation in a crystalline 
lattice, the lines appear at different transition frequencies. The broad side- 
bands represent the phonon spectra of molecules 1, 2 and 3, respectively. 

As pointed out previously, the microscopic environment 
of a “solvent” molecule in a glass is random (Fig. 9). 
Therefore, the “solvent shift” D is, in contrast to the situa- 
tion encountered in crystalline systems, not uniform but 
given by a statistical distribution (site distribution). The 
latter is usually assumed to be Gaussian: 
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In organic glasses this distribution can span several 
hundred wave numbers. Similar distributions are observed 
for crystals with imperfections; however, in the latter case 
the line width is only of the order of several wave numbers. 
The width of the site distribution r (full width at half- 
hight, FWHH) is termed the inhomogeneous line width. 
Figure 9 gives a schematic view of the spatial fluctuations 
of the site geometry and the corresponding optical absorp- 
tion profiles. (Besides the spatial fluctuations, there are 
also fluctuations in the time domain which are responsible 
for the homogeneous line width.) One goal of this article is 
to discuss methods for measuring individual line shape 
functions (1,2, and 3 in Fig. 9) despite the inhomogeneous 
line broadening phenomena which characterize the glassy 
state and which, under normal conditions, mask the line 
shape. A second goal is to relate the line shape profiles to 
the specific degrees of freedom of the amorphous host ma- 
trix (TLS). 

5. The Optical Two-Level System Interacting with 
a Coherent External Field 

In the following we briefly compare spectroscopic ex- 
periments in the frequency domain (especially optical hole 
burning) with those in the time domain. Both types of ex- 
periments can, under certain conditions, give the same in- 
formation. 

The mathematical framework necessary to describe opti- 
cal relaxation processes is almost identical with that used 
in the theory of spin resonance phenomena. This was 
proved by Feyman et aLL4’] who described the general equi- 
valence between an optical two-level system and a spin-1/2 
system. For the optical two-level system we define the ini- 
tial and final states as the electronic ground state and the 
lowest allowed excited state (S,), respectively. Bearing the 
basic properties of a spin 112 system in mind, we point out 
some qualitative differences between the optical two-level 
system and a spin-1/2 system. 

a) For optical two-level systems the relation E l - E o 9 k T  
holds in general. The longitudinal relaxation time TI 
therefore exists only for the excited state El with a 
measurable rate. It corresponds to the optical lifetime. 
The lifetime of the ground state can be assumed to be 
infinite (i.e. no measurable thermal population of E l ) .  
In other words, the two-level system tends towards a 
state of complete “polarization” if no radiation is ab- 
sorbed. A state of complete polarization can, in the case 
of spin resonance, only be achieved at infinitely high 
magnetic fields (or infinitely low temperatures). In this 
highly polarized state all spins are aligned. A com- 
pletely different picture applies to energy-conserving 
dephasing processes, which can occur in both the 
ground and excited states. Dephasing processes are 
usually due to phonon scattering. For optical systems 
the condition T2= TI is only fulfilled in exceptional 
cases (i.e. at very low temperatures). 

b) In optical systems spontaneous emission processes play 
an important role. This behavior is quite different from 

magnetic systems; the w&-dependence of the sponta- 
neous emission clearly favors optical frequencies. The 
optical spectroscopic methods of fluorescence and 
phosphorescence are therefore mostly based on sponta- 
neous emission processes. Similar experiments would 
be difficult, if not impossible, with ESR and NMR 
spectroscopy. Spin resonance experiments are, thus, 
based on coherent phenomena as described by the 
Bloch equations. Only after the advent of lasers as co- 
herent light sources was it possible to perform coherent 
Bloch-type experiments in the optical region[48! 

c) In optical spectroscopy the sample dimensions are, in 
general, large compared to the wavelength. In addition 
to the Bloch equations, Maxwell’s equations therefore 
must also be applied. Both sets of equations are often 
referred to as the Bloch-Maxwell equations. 

d) In magnetic resonance phenomena the Larmor fre- 
quency of the precessing spin ensemble has a geometric 
interpretation: The magnetization vector precesses, as 
long as it has a component perpendicular to the field 
direction, at the Larmor frequency. It can therefore be 
detected with appropriate detector coils which pick up 
an x - y magnetization. The “optical Larmor frequen- 
cy” wl0 =(El  - Eo)/h has no real geometric relevance, 
i.e. there is no precession in real x, y, z space. 

In connection with the above considerations we wish to 
summarize the basic relations which link optical line width 
data with the corresponding optical relaxation times. The 
equations which will be given below can be derived by 
solving the time evolution of the density matrix of a two- 
level system driven by a coherent electric field, and rep- 
resent the optical analogues of Bloch’s equations for a pre- 
cessing spin. They basically describe the phase decay of an 
ensemble of optically excited molecules (for a review 
see 149,501). 

If the pure dephasing time of the molecules is defined as 
T: and the lifetime in the excited state as TI,  one arrives at 
an effective decay time of the total ensemble of excited 
molecules 

In contrast to similar expressions derived in spin reson- 
ance spectroscopy, equation ( I  8) is not symmetrical in TI 
and T:. The reason for this difference is that for an optical 
two-level system the excited state cannot be populated 
thermally. This has as the consequence that only one of the 
two states (the excited one) can decay with TI. Scattering 
processes with characteristic time TT can, however, occur 
in both the ground and excited states. 

Knowing T, and T2, one can calculate the optical line 
width (FWHH; in units of 2 d s )  of an optical two level 
system as 

where w1 is the Rabi frequency, proportional to the ampli- 
tude of the electric field vector of the light wave. The char- 
acteristic time for driving the molecular ensemble from the 
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ground state to a state with equal population of the ground 
and excited states is t=n/2wl; w1 is defined as 

where PI,, is the dipolar matrix element of the optical tran- 
sition. Equation (19) shows that the optical line width in- 
creases at high light-intensities. This line-broadening is re- 
ferred to as power broadening. In hole burning spectrosco- 
py, one usually tries to avoid power broadening by per- 
forming the experiments at low power levels where the fol- 
lowing condition holds 

These lower power levels require longer irradiation times 
for PHB photochemistry. It should be mentioned that the 
phenomenon of power broadening is completely different 
from the so-called “photochemical saturation broadening” 
(Section 9), which arises from bleaching of the photoactive 
molecules over a narrow frequency range. 

As mentioned previously, excessively high light-intensi- 
ties in hole burning experiments are avoided since power 
broadening would otherwise result. However, the methods 
used in transient spectroscopy, which are summarized in 
the following section, require high light-intensities. For 
these experiments equation (21) cannot be fulfilled, and 
the light field chosen has to be high enough to perform the 
transient changes in times small compared to TI and T: 
(adiabatic rapid passage, see I5I1). 

6. Transient Experimental Methods for 
Determining Optical Relaxation Times 

6.1. Free Induction Decay 

A very useful method for measuring the optical relaxa- 
tion time T2 in the time domain is optical free induction 
decay (FID or OFID). In the FID experiment, a macro- 
scopic polarization is generated in the sample by irradiat- 
ing it with coherent light. The polarization field of the 
sample is then superimposed on the incident light field, 
leading to a beat frequency between the two oscillations. 
To observe FID experimentally, one has to “switch” the 
laser frequency fast (compared to TI, T:)  into and out of 
the molecular resonance frequency. This can be achieved 
either by Stark-switching the molecular energy levelsr52-541 
or by rapidly switching the laser frequency[”]. 

The optimal experimental condition for observing FID 
arises if the polarization corresponds to equal population 
of the ground and excited states. This is achieved by irra- 
diating a resonant field during the time interval tnI2, 
thereby rotating the polarization by d 2 .  To achieve a d 2 -  
rotation, the condition 

has to be fulfilled. 
After generating the above polarization, the laser fre- 

quency is quickly shifted from wol to wol + 6w. It is impor- 

tant that 6w be several times larger than the homogeneous 
line width. In this case the beat phenomenon between the 
(complex) polarization P and the external field decays ac- 
cording to the following relation: 

Equations (23) and (24) show no high frequency oscilla- 
tions with wol,  since they are formulated in a reference 
frame rotating at frequency wol (rotating frame descrip- 
tion). 

0 100 200 300 400 500 600 700 800 900 
f [ n s l  

Fig. 10. Optical free induction decay (OFID) of the praseodymium(II1) ion in 
lanthanum trifluoride [56]. 

In equation (23), N is the number of molecules in the en- 
semble and 6w is the beat frequency between the sample 
polarization and the light wave. Figure 10 shows an FID 
signal of an excited state of the praseodymium(rI1) ion in a 
lanthanum trifluoride crystal at 1.5 K. The rapid oscilla- 
tions correspond to the frequency shift 6w. The envelope 
of the signal corresponds to T2[*]. 

6.2. Optical Echo Experiments 

In Section 6.1 we assumed for the sake of simplicity that 
the molecular transitions are narrow (with a width of the 
order of 1/T2). In reality, the transitions are, however, in- 
homogeneously broadened. The time decay of the polariza- 
tion after a d2-pulse is, hence, not given by equation (23) 
but has to be rewritten (see e.g. [521): 

where Dj characterizes the shifts of the molecular frequen- 
cies with respect to the laser frequency caused by inhomo- 
geneity effects [see eq. (17)]. The term in the square brack- 
ets of equation (24) decays quickly due to the different mo- 
lecular frequencies involved. We interpret this decay 
graphically by describing the polarization vector after a 7112- 
pulse in afixed coordinate system. In such a coordinate 

[*] In the original paper [56] the envelope corresponds to 1/2 T,, since effects 
due to the Line inhomogeneity have to be taken into account. Inhomo- 
geneity effects are, for simplicity, not included in equation (23) (see Sec- 
tion 6.2). 
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system the polarization rotates with the Larmor frequency 
wo,. Ideally in the case of vanishing inhomogeneity, the 
wol frequency of all particles, i.e. molecules of the ensem- 
ble, is identical and, hence, the length of the polarization 
vector decays with time constant T2. Figure l l a  shows the 
situation for two different times z and 22. 

t = O  

t=o  

0 
t =  7 

+D -D a 
t =  7- 

0 +D 0 -D 

t = r ,  

Fj 
t = 2 r  

Fig. 1 I. a) Polarization decay (length of arrow) after a x/2-pulse. The arrow 
rotates at the Larmor frequency wol. The polarization executes n+1/2  
rotations during the time interval 2 and 2n+ 1 during the time interval 22  
(n =wo,.  t/2n). The polarization decays exponentially with characteristic 
time T2. b) In the presence of inhomogeneous broadening, the polarization 
decays faster. The polarization is symbolically composed of three different 
components: one with the unperturbed Larmor frequency (0) and a faster 
(D+) and a slower (D-) component. 2- is the time immediately before and 
z+ the time immediately after the 180"-pulse. (The three arrows are all short 
due to the "spread out" from inhomogeneity.) After 2n+ 1 rotations of the 
polarization the three components refocus and give rise to an echo. (The dif- 
ference of half a rotation between a) and b) is due to the 180"-pulse.) 

Due to the scattering of molecular frequencies in the 
range wol k D (inhomogeneous broadening), a decay of the 
polarization which is much faster than the "true" T2-decay 
is also encountered. This is shown in Figure l l b  for the 
time interval O l t l z .  For simplicity we consider only 
three frequency components: An unshifted component at 
wol, a fast component at wol + D, and a slow component at 
wol - D. If after a time z a n-pulse is applied to the system, 
the slow and the fast components are interchanged as 
shown in Figure l lb ,  the slow component preceding the 
fast (a n-pulse corresponds to an inversion in the two-level 
system). If one follows the time evolution of the system 
after the n-pulse, the various Larmor components refocus 
at t = 2 r  and are shifted by 180" (Fig. lla). The polariza- 
tion which refocusses at t = 2 z generates an optical echo, 
which can be detected in a similar way to the OFID signal. 
The n-pulse has the consequence that at t = 2 z the interfer- 
ence term of equation (24) (square brackets) is equal to 
unity, as is shown graphically in Figure l l b  for two dis- 
crete D, values. Equation (25) describes the decay of the 
refocussed polarization function, which is measured in an 
echo experiment. 

The echo method was first introduced by E. L. Hahn in 
NMR spectroscopy[s71. The first optical echoes were mea- 
sured in 1964 in ruby crystals[4x1 (for a survey see [s8,491). 

7. Relaxation Spectroscopy 
in the Frequency Domain 

In Section 6.2 we described methods of measuring relax- 
ation times by transient methods in the time domain. With 
the aid of equation (12) relaxation times can also be mea- 
sured in the frequency domain. Both methods have advan- 
tages and disadvantages and are, in many respects, com- 
plementary. In the following we summarize their main dif- 
ferences. 

a) Experiments in the frequency domain are difficult to 
perform for long relaxation times because they require 
both high frequency resolution and high frequency sta- 
bility. Practical limits at present are ca. cm-' (1 
MHz)['~,~']. For long relaxation times, FID and echo 
methods are preferable. 

b) Frequency domain experiments are easier at short re- 
laxation times (5 ps& 1 cm--'). This favors their appli- 
cation to amorphous materials which have short relaxa- 
tion times, i.e. glasses and . Fo r these 
materials transient experiments have so far, with a few 
exceptions[621, failed. This was mainly due to difficulties 
in producing sufficiently rapid pulse sequences and 
high enough Rabi frequencies. At the very high laser 
powers required, sample heating is often a problem. 

c) In contrast to transient experiments, frequency domain 
experiments can be performed with very low laser pow- 
ers and are based on a photochemical process in which 
the sample accumulates the experimental information. 
Instead of performing an experiment over a short time 
span under high intensity conditions, the experiments 
can be extended over a longer time period with corre- 
spondingly lower laser intensities. This is principally 
important for low temperature experiments where sam- 
ple heating has to be avoided. 

d) Due to their advantages at very short relaxation times, 
frequency experiments are extremely useful for studies 
of phonon states, which are characterized by very short 
relaxation t ime~[~~ .~ ' ] .  

e) A difficulty which arises with experiments in the fre- 
quency domain is the interpretation of the line shapes. 
Line shapes are not always Lorentzian as predicted by 
simple theories of relaxation. Spectral diffusion proc- 
esses often have to be considered in addition to straight 
forward relaxation processes[651. In the latter case the 
complementary use of time- and frequency-domain ex- 
periments is advantageous. 

7.1. The Method of Fluorescence Line Narrowing 

As mentioned in Section 4, in the solid state optical line 
widths are limited by inhomogeneity effects. Figure 9 
shows symbolically that sites with different microstruc- 
tures lead to line broadening. These broadening effects oc- 
cur in both crystalline and amorphous materials; they are, 
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however, much more dominant for amorphous systems, 
leading to line widths of the order of several 100cm-‘. 
The first investigations suppressing inhomogeneity effects 
were echo experiments on ruby performed by Hartmann et 
al.[481. The first fluorescence line narrowing (FLN) experi- 
ments were also carried out on ruby by Szabo[661, who mea- 
sured a homogeneous line width of 2 x cm-’. The 
FLN method was subsequently successfully applied to or- 
ganic systems by Personoo et al.[631 and to inorganic sys- 
tems by Ri~ebergl~~].  In the context of this article, we do 
not intend to give an exhaustive review of the FLN work; 
it is of relevance, however, that the optical spectroscopy of 
glasses has received new impulses through the introduc- 
tion of FLN s p e c t r o s c ~ p y [ ~ ~ ~ ~ ~ ~ ~ ~ ~ .  The advantage of the 
FLN method is its high resolution capability; its disadvan- 
tage is its off-resonance character. Usually one excites the 
0-0 transition via laser stimulation and monitors the fluo- 
rescence of vibronic sidebands. Since the vibrational side- 
bands do not always have a full correlation with the 0-0 
band, some line shape information is lost if only the side- 
bands are detected (see Section 12). Exceptions to these 
spectroscopic limitations are excited states with long life- 
times (phosphorescence line n a r r ~ w i n g ) [ ~ ~ , ~ ~ , ~ ~ ] .  In this 
case the optical spectrum can also be observed at the re- 
sonant laser frequency by gating methods (see dotted ar- 
row in Fig. 12). In principle, this gating method can also be 
applied for short lived singlet states (lO-’s). Fast gating 
experiments are, however, difficult and to date the method 
has found no practical application. 
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Fig. 12. Energy level scheme of a molecule with resonant and non-resonant 
fluorescence transitions. The symbol i,j characterizes the i-th electronic and 
the j-th vibrational level. 

7.2. Spectral Hole Burning 

The hole burning method was first introduced to NMR 
spectroscopy by Bloembergen et al.”’]. By saturating a two- 

level system, a hole can be “burned” in an inhomogeously 
broadened NMR line. The linewidth of the hole is, within 
a factor of two (vide infra), of the order of 1/T2. 

Optical hole burning experiments were first performed 
in the gas The first experiment in the solid state 
was carried out on ruby by S~abo~~’] .  

Transient NMR hole burning is a rather straightforward 
experiment because of the long T,-times, which character- 
ize the population decay following partial line saturation. 
A transient hole burning experiment has to be performed 
within a TI-period, which, for nuclei, can be of the order of 
seconds to hours. Typical optical TI-times for allowed op- 
tical transitions are of the order of lO-’s; transient hole 
burning experiments in the optical domain are therefore 
difficult. Szabo’s e~perirnentl~’] was performed with a com- 
paratively long-lived, forbidden transition in ruby (R, 
band). 

Photochemical and photophysical hole burning experi- 
ments exhibit strong analogies to transient hole burning, 
but circumvent the difficulty which arises at short TI-Val- 
ues. Figure 13 gives an extended two-level scheme charac- 
terizing both the photochemical and the photophysical ex- 
periments. Besides the states I Yo) = IR) and I Y,) = 11) dis- 
cussed so far, one has to consider a photochemical product 
state IP) which is populated with quantum yield @. The ab- 
sorption of n quanta transforms n@ molecules into the 
photochemically or photophysically modified state IP). 
This process leads to a depletion of the ground-state and 
thus to a permanent hole in the absorption band, provided 
a back reaction from IP) to IR) is forbidden or infinitely 
slow. The first experiments on photochemical and photo- 
physical hole burning were published in 1974 by Rebane 
and Personou and their respective g r o u p ~ [ ~ * ~ ] .  The high re- 
solution of the hole burning experiments was demon- 
strated two years later in 1976[73,741. Applications of hole 
burning to the spectroscopy of glasses were first reported 
in 1976r42,461. 

Fig. 13. Energy level scheme for the photochemistry of the hole burning 
process. IR) is the reactant state, IP) the product state, and 11) an intermediate 
state (for example the S1 state). 

With the aid of a few examples the difference between 
photochemical hole burning (PHB) and photophysical 
hole burning (non-photochemical hole burning, NPHB) 
will next be described. 

In a typical PHB experiment the photoreactive mole- 
cules undergo photochemical changes, i.e. the absorption 
of the photoproduct is, in most cases, spectroscopically 
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PHB 

Fig. 14. Spectral distribution of the photoproduct after photochemical (PHB) 
and photophysical (NPHB) hole burning: The hole in the absorption band is 
clearly discernible. 

well separated from that of the original absorption (educt). 
The new absorption can be both blue- and red-shifted (Fig. 
14). Examples of reversible PHB processes are proton 
transfer in metal-free phthalocyanine and in p ~ r p h i n ‘ ~ ~ ]  or 
configurational changes of hydrogen bonds[611. An exam- 
ple of irreversible PHB photochemistry with large pho- 
tochromic shift is the two-photon photochemistry of dime- 
thyl-s-tetra~ine[~~>~~]. In the latter case, the molecule disso- 
ciates into fragments which absorb in the UV range of the 
spectrum. In all these cases a photoproduct IP) can be de- 
fined whose optical absorption is rather different from the 
spectrum of the pristine molecule. There are also photoac- 
tive systems at the border area between transient hole 
burning and photochemical hole burning; for example, 
color centers‘601. For such systems the “photochemistry” 
arises from a reversible, light-induced electron tunneling 
process. (The back-reaction in the dark usually has a time 
constant of the order of tens of minutes.) 

Porphin Dimethyl- Pery lene  
s -tetrazine 

The NPHB method usually photochemically modifies 
the molecule-matrix interaction. As “photoactive” mole- 
cules usually species such as pyrene“] or t e t r a ~ e n e ~ ~ ~ ’ ~ ~ ]  are 
used, which, under normal conditions, are quite photosta- 
ble. The light-induced changes of the optical properties de- 
pend, by definition, upon properties of the matrix. Ma- 
trices which form hydrogen bonds (e.g. ethanol-methanol 
glasses) seem to be suitable for this kind of photochemis- 
try, whereas saturated hydrocarbons (e.g. n-alkanes) seem 

to be inapt for appropriate host-guest rearrangements. A 
spectroscopic selection criterion which distinguishes pho- 
tochemical and photophysical hole burning processes is 
the position of the absorption of the photoproduct, which 
for the latter lies very close to the energy of the laser per- 
forming the site selection[431. Therefore, the physical var- 
iant can be interpreted as a process which redistributes 
molecular absorbers within the inhomogeneous band pro- 
file. On a microscopic basis this can be envisaged as a 
process which changes a given molecule-matrix configura- 
tion into another which absorbs at a different frequency. 
Recently NPHB processes have also been observed in 
amorphous aromatic guest-host systems[761 (see Section 13). 
It should, finally, be mentioned that NPHB processes have 
also been observed in the IR spectral range (=lo00 
cm - 1 1771. ) 

8. Photochemical Hole Burning: 
Mechanistic Aspects 

In this section we discuss various basic mechanistic as- 
pects underlying hole burning photochemistry. We argue 
that hole burning photochemistry is a special kind of pho- 
tochemistry, fulfilling the criterion of “zero-phonon photo- 
chemistry”[611; the latter criterion eliminates many known 
photochromic systems as good candidates for hole burn- 
ing. 

In Section 2 we discussed the criterion for the appear- 
ance of narrow zero-phonon lines in considerable detail, 
and saw that weak electron-phonon coupling (i.e. small S- 
values) was the main condition for observing intense zero- 
phonon lines [(eq. (S)]. A necessary condition for weak 
phonon coupling was a small change of the equilibrium 
configuration (qio) of the lattice in the excited state. Pho- 
toreactive molecules, however, are characterized by large 
changes of their molecular geometry along a reaction coor- 
dinate Q (Fig. 15a)“I. These large changes in the reaction 
coordinate lead to large changes in the equilibrium posi- 
tions of the lattice qio. 

In general, photoreactive molecules therefore show 
strong electron-phonon coupling. The spectra of photo- 
reactive molecules are therefore, on the whole, character- 
ized by broad spectral bands and large Stokes-shifts. Argu- 
ments along these lines led to the postulate of proton- 
transfer processes in the excited state from an analysis of 
the corresponding molecular s p e ~ t r a [ ~ ~ ? ~ ~ ] .  

From these arguments one can conclude that PHB pro- 
cesses require the existence of mutually exclusive condi- 
tions; namely photoreactivity on the one hand and sharp 
spectral lines on the other. However, for two photochemi- 
cal reaction schemes, under which most known photoreac- 
tions can be categorized, both criteria are fulfilled simulta- 
neously. Figure 15b shows what is termed “slow photo- 
chemistry”. In this case the photoreactive state is not the 
site-selected state itself, but a third state. This state is 
mostly populated via radiationless transitions; it can be a 
triplet state (level crossing in Fig. 15b). The proton-transfer 

[*I Q denotes an internal molecular coordinate, whereas q is used through- 
out this article to denote lattice coordinates. 
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Fig. 15. a)-c) Photochemical model based on a configuration coordinate description of the photochemical process (see text). Q symbolizes an intramolecular 
coordinate. d) Reaction scheme for the proton transfer in quinizarin. 

photochemistry of quinizarin (Fig. 15d) and the photo- 
chemistry of H2-phthalocyanine and -porphin fall into this 
category. Even photophysical hole burning (NPHB) can be 
subsumed under this category. In the latter case it seems 
that the photochemical product state is reached via tun- 
neling processes (see Section 13). 

A second possible scheme is based on a two-photon proc- 
ess, as observed in the case of dimethyl-s-tetrazine~*ol. 
Here, the first photon makes a site-selective transition into 
a photochemically inactive state, which undergoes relaxa- 
tion to an intermediate state. The subsequent absorption of 
a second photon leads to a reactive state which initiates the 
photochemistry. The intermediate state has to be long- 
lived to achieve an acceptable quantum yield. Its spectro- 
scopic properties are irrelevant for the hole burning proc- 
ess, whose site selection mechanism occurs during the 
transition Y,t!P,,. Figure 15c shows the reaction scheme 
for a two-photon process[”]. In general, two-photon proc- 
esses are desirable for technical applications such as opti- 
cal memories and holographic photochemical applica- 
tions. The technical advantage is that the first photon acts 
as a sensitizer, whereas the second photon initiates the ir- 
reversible information storage processes (see Section 15). 

An important aspect of PHB photochemistry is the role 
played by the host lattice, which can, for example, cause 
activation barriers on the energy surfaces, thereby stabiliz- 
ing various photochemical states[821. Hence, at low temper- 

Forward Reaction Backward Reaction 

Fig. 16. Energy level scheme for the photoreactive state of quinizarin. IIR) is a 
state of a reactive intermediate (most likely triplet); Ei0 and 8, symbolize reac- 
tion barriers in the ground and excited states, respectively. 

atures, certain photochemical pathways may be inaccessi- 
ble due to activation barriers which cannot be overcome by 
thermal energy. Such a case has been investigated using 
the dye molecule quinizarin as the photoreactive system[s31. 
The molecule undergoes light-induced proton transfer in 
which an intramolecular hydrogen bond can be opened or 
closed, depending on the wavelength of irradiation. The 
experimental results for the back transfer reaction of the 
proton indicate that the reaction can only occur in an ex- 
cited phonon state of the lattice. The phonon excitations 
provide the energy to overcome the barrier of several 
10 cm-’, as shown in Figure 16. It should be noted that the 
phonon excitations needed to overcome the reaction bar- 
rier are “automatically” provided by Franck-Condon exci- 
tation of molecule-lattice states, as long as the molecule 
exhibits reasonably strong electron-phonon coupling. The 
forward reaction in which the hydrogen bond is opened is 
believed to occur via a low lying triplet state. We are not 
aware of any other examples of “phonon selective” photo- 
chemical reactions at low temperatures ; however, no syste- 
matic studies of photochemical reactions have been per- 
formed at very low temperatures. 

9. Model Calculations of 
Photochemical Hole Burning in Organic Glasses 

9.1. Line Shape Equations for Photochemical Hole Spectra 

The three-level system shown in Figure 13 accounts for 
many characteristic features of the hole burning process: 
The photochemical process leads from the initial state IR) 
via an intermediate state I I )  to the final photoproduct state 
IP). The excitation energies h w’ of the initial state are scat- 
tered around a center of energy h wo with the width r, due 
to a variation of the D values about Do [eq. (17)]: 

N(w‘)/No is the fraction of molecules which absorb in the 
frequency interval do‘  centered at w‘. In order to calculate 
the PHB line shape, the number of molecules at w’ after 
laser irradiation at oL must first be calculated. 

It is important to note that a molecule which is centered 
at w’ absorbs at the laser frequency wL via two different 
processes: through the wings of its zero-phonon line z and 
through its phonon sideband p (Figs. 17 and 4). The transi- 
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Fig. 17. Inhomogeneous distribution with a half width of F(fuII width at half 
height; FWHH) and spectral line shape profile of a molecule absorbing at 
frequency 0’:  z is the zero-phonon line,p the phonon sideband, wL: laser fre- 
quency. a: Debye-Waller factor. A :  half the Stokes-shift. (The zero of the fre- 
quency scale corresponds to the frequency oo.) 

tion probability per time unit can therefore be expressed as 
the sum of two terms 

where 0 is the absorption cross-section integrated over the 
frequency space, and Z/hw, is the number of incident 
photons per unit time and unit area. If @ is the photo- 
chemical quantum yield, the change in the relative number 
of molecules dp per time unit dt is given by 

After integration we obtain 

where z is the burning time. 
A convolution of pT and the line profile 

az(w-w?+(l - a ) p ( o - 0 ‘ - A )  affords the photochemi- 
cally modified absorption spectrum A,(@). 

The difference A,(w) -A,(@) describes the photochemical 
change in the spectrum, which we refer to as photochemi- 
cal hole spectrum L,(o): 

where zz(w) is the narrow zero-phonon hole, whose shape 
depends on experimental parameters such as laser inten- 
sity Z and burning time z. 

photochemistry 

Fig. 18. Graphical scheme representing the four contributions to a photo- 
chemically burned hole zz, zp,  p z ,  and p p .  PR: phonon relaxation (see 
text). 

The molecules whose electronic energy is centered at the 
zero-phonon line zz(w) give rise to a phonon sideband ab- 
sorption, which in turn gives rise to a broad hole on the 
short wavelength side of the zero-phonon hole. This broad 
hole is called the direct phonon sidehole, because it is a 
true satellite of the zero-phonon line: 

The line shape of zp is determined solely by the phonon 
spectrum p. Nz(Z, z) is the relative number of molecules 
which have been changed photochemically by zero- 
phonon absorption: 

(33) 

NJZ, z) is proportional to the homogeneous line width Yh. 

The exponent in equation (33) defines a bleaching time zh 
for the zero-phonon line[841: 

q, is rather short for low temperatures (2: 1 K), since Yh is 
small. It should, however, be noted that yh may increase 
rapidly with increasing temperature (see Section 10). 

+ m  f r 

L,(w) sAo-A,  = A o @ )  -a 
- m  

Since z is a function which is narrow compared t o p  and p ,  
eq. (30) can be resolved into four terms which permit a 
quite straightforward interpretation (Fig. 18)1841: 

Figure 18 shows that in addition to molecules absorbing 
in their zero-phonon lines, one has to consider molecules 
with electronic energies lower than h 0,. These absorb at 
the laser frequency via their phonon sidebands. This proc- 
ess creates a broad hole at energies lower than h wL, which 
is basically characterized by the line shape of the phonon } 

(31) sideband 

+- 
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p z ( o ) = o . p o ( w ) [  1-exp [ - o ( l - n ) ~ @ t p ( o , - o - A ) ] }  I (35) 

wherepz(w) depends on the parameters I and z used in the 
experiment. This dependency causes a strong asymmetry 
in the hole burning line shape as the total light dose I .  z in- 
creases (Fig. 19). We callpz(w) apseudo-phonon hole, since 

! 0 
4 

4 
\ 

5 1’00 5200 - NAI 
Fig. 19. Growth of a photochemical hole as a function of integrated irradia- 
tion time. Quinizarin in ethanol-methanol glass (3 : 1). a) Spectrum prior to ir- 
radiation, b) after 1 s, e) after 6 s, d) after 16 s, e) after 1 min, f )  after 5 min, 
and g) after 32min irradiation time (Argon ion laser, 7mW/cm’; 
T= 1.8 K). 

this term does not represent a real phonon sideband be- 
longing to a zero-phonon origin (it is rather a convolution 
of zero-phonon lines). Finally, the molecules which consti- 
tute the pseudo-phonon hole have their own phonon 
wings. This gives rise to a phonon-phonon term: 

For most practical cases, z(w) is Lorentzian 

1 
z(0) = 25 

2n (0-0y + y ; / 4  

In this case the convolution integral [eq. (37)] can be 
solved, giving 

1.t  1 
f i  W L  n (o -oL) ’+y :  

zz(0)  = - 02aZ@po(wL) (39) 

Equation (39) is also characterized by a Lorentzian line 
shape; however, with a line width of 2yh. The short burn- 
ing time limit enables one to interpret line widths in terms 
of the pertinent relaxation times. Equation (37) further 
predicts a linear growth of the zero-phonon hole with irra- 
diation time z. 

From equations (35) and (36) it can also be concluded 
that for z<z, the pseudo-phonon hole and the direct 
phonon hole have identical shape and depth. L,(w) is 
therefore completely symmetric with respect to the laser 
frequency wL[641. 

9.3. Limiting Cases: Photochemical Saturation Limit 

With increasing irradiation dose I .  z, photochemical 
reactions at the center of the line gradually come to a halt 
because most photoactive molecules have already been 
converted. Consequently, photochemical reactions shift in- 
creasingly to the wings of the line leading to a line broad- 
ening, termed photochemical saturation broadening (see 
Section 9.4). For t%zbr the term N ,  in equation (33) does 
not increase much. In the range of the pseudo-phonon 
hole, however, the photochemical reactions still progress. 
This is because many more molecules absorb in the area of 
the broad pseudo-phonon wing compared to the narrow 
range of the zero-phonon hole. 

@t(l -a)p(wL-w‘-A)  P(W -w’-A)dw’ (36) I1 +- 
p p ( w ) = o ( l - a )  J po(w’) 

- m  

Whereas zp is on the short wavelength side of wL andpz is 
on its long wavelength side, p p  has contributions on both 
sides of wL and, for low radiation dose, is symmetric with 
respect to oL (see Section 9.2). For small electron-phonon 
couplings p p  is of minor importance, since the small quan- 
tity (1 -a) appears both in front of the integral and in the 
exponent of equation (36). 

9.2. Limiting Cases: Short Burning Time Limit 

If the burning time z is considerably shorter than Zbr the 
exponent of equation (31) can be expanded into a power 
series. Neglecting higher terms, the line shape of the zero- 
phonon hole can then be written as 

The hole spectrum therefore shows a non-linear growth 
rate (Fig. 19). These considerations make it evident that for 
a determination of a! it is not sufficient to measure the rela- 
tive intensity of the zero-phonon hole given by equation 
(7). Instead, a complete computer simulation has to be per- 
formed[@]. Only for times zgz, is the relative area of the 
zero-phonon hole given by a‘. 

9.4. Hole Width and Laser Burning Time 

The line width of the zero-phonon hole as a function of 
z (or Z) can be calculated analytically only for the limiting 
cases z<zb and z% z, using equation (31). As z40, the line 
width approaches 2 y,, linearly[851. For z, z b  the exponen- 
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tial factor in equation (31) can be omitted from the inte- 
gral, since it is a function which varies slowly with w due 
to photochemical saturation (slow compared to z). Using 
this approximation, the hole width can be calculated as: 

The hole width increases with the square root of I . z .  Fig- 
ure 20 shows a computer simulation of a typical saturation 
cu rvel861. 

0 2 0  4 0  6 0  80 100 

Fig. 20. Computer simulation of a photochemical bleaching curve [86] ac- 
cording to equation (31). Abscissa: Burning time in units of zb. Ordinate: 
Hole width in units of yh. The dotted line represents the asymptotic case ac- 
cording to equation (40). 

9.5. Temperature Effects on the Emission Spectra of 
Photoreactive Molecules 

At very low temperatures the emission spectra of photo- 
reactive molecules in glasses exhibit a rather strange tem- 
perature behavior. In contrast to what one would expect, 
they do not exhibit narrow zero-phonon lines but show, in- 
stead, only broad spectra typical of phonon sidebands 
(Fig. 21a). At higher temperatures, however, narrow lines 
appear in the spectra (Fig. 21b). This rather unexpected 
phenomenon can be explained as follows: At low tempera- 
tures the short bleaching times lead to a rapid disappear- 
ance of molecules which absorb and emit at the laser fre- 
quency. The remaining nonresonant molecules give rise to 
the observed broad structures. With increasing tempera- 
tures, the bleaching time of the zero-phonon lines in- 
creases [eq. (34)] and, hence, the resonantly absorbing mo- 
lecules appear in the spectrum[841. This unconventional 
temperature dependence of the observed narrow zero- 
phonon lines is due to the bleaching effect of the photo- 
chemical system which may occur in the time scale of min- 
utes up to several tens of minutes and, hence, may modify 
the observed fluorescence spectra. 

9.6. Limits of the Model and Further Developments 

The model which has been presented above makes as- 
sumptions which may, in some instances, not be valid. We 
have, for example, neglected all non-linear effects in the 
interaction between molecules and the laser field. This 
seems to be justified, if CW-lasers which operate in the 

l a  Laser 
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Fig. 21. Emission spectrum of quinizarin in an ethanol-methanol glass (3 : 1) 
at a) 1.8 K and b) 20 K. Excitation: Argon ion laser, 5145 A, 7 mW/cm2 
1841. 

mW range are used and if one investigates organic mole- 
cules in glasses which are characterized by comparatively 
large line widths. If, however, crystalline systems are stud- 
ied using pulsed lasers, the non-linear effects may be of 
importance and have to be included in the theoretical 
treatment[87~881. We have further assumed that no states 
with long lifetimes (e.g. triplet states) are involved in the 
photochemical cycle. Long-lived triplet states can, for ex- 
ample, give rise to bottlenecks and lead to accumulation of 
a large fraction of the molecules, thus causing non-lineari- 
ties[s71. A similar effect can arise from the photochemical 
equilibrium between the states IR) and IP)r53ss1 (Fig. 13). Fi- 
nally, one has to consider tunneling processes in glasses 
(Section 13), which can occur in the ground state and 
which can lead to spectral diffusionr651. This latter effect 
has not been investigated yet in sufficient detail; however, 
it seems to have a considerable influence on the measured 
line widths. 

Finally, it must be taken into account that in glasses all 
physical parameters, such as a,  @ and yhr are not charac- 
terized by a single, well-defined value, but by distribution 
functions. In consequence, the measured results may de- 
pend on the time-scale of the experiment[641. 

10. Experimental Determination of 
Relaxation Processes in the Frequency Domain 

Even in the early stages of photochemical hole burning, 
workers were aware of the possibility of determining relax- 
ation  time^[^.'^] from measurements of homogeneous line 
widths as defined by equations (12) and (19). By choosing 
appropriate experimental conditions, one can select the ex- 
ternal parameters such that the following conditions hold 

Case a) is, for example, frequently fulfilled if the resonant 
state is a vibrational state. In experiments conducted using 
crystals at 4 K, the vibrational relaxations are, in general, 
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much shorter than the pure dephasing times and hence, vi- 
brational relaxation times can be measured down to the 
sub-picosecond range. Systematic experiments for various 
vibrational levels have been published for porphin in n-al- 
kane matrices[891. Figure 22 shows that there is no straight- 
forward relation correlating the relaxation times with the 
vibrational energies. The measured relaxation times vary 
over the range 1 to 40ps. More recent experiments have 
shown that the vibrational relaxation in porphin strongly 
depends on the host matrix and on the local molecular en- 
v i r~nment [~~I .  Besides the experimental determination of 
vibrational relaxation times, the relaxation times of purely 
electronic transitions can also be m e a ~ u r e d [ ~ ~ , ~ ~ , ~ ' I  . Th ese 
experiments are more difficult, since the relaxation times 
involved are comparatively long and, hence, the line 
widths quite narrow. The laser stability required, therefore, 
has to be better than 10 MHz ( = 3  x cm-'). In most 
crystalline systems the line width at 2 K  is limited by the 
lifetime of the excited state [eq. (lo)]. (The situation is 
more complicated in the case of glasses, since the underly- 
ing physics is rather complex (see Section 13).) If the tem- 
perature is raised, the line width increases rapidly and one 
approaches the range b), in which the line width is deter- 
mined by pure T:-dephasing processes. 

la 6 

Fig. 22, Line widths of various vibronic states of porphin in n-octane [SS]. a) 
Schematic excitation spectrum; b) corresponding line widths. v: Frequency 
offset from the origin. 

As discussed qualitatively in Section 3, phase relaxation 
is due to elastic phonon scattering processes in the various 
electronic levels. If these scattering processes are caused 
by the entire Debye phonon-spectrum (non-resonant scat- 
tering), then, well below the Debye temperature @, the line 
width follows a power law proportional to T7: 

Above the Debye temperature this power law changes to a 
quadratic law; y2 is a constant and is not a function of 
temperature (see r231). 

If the scattering processes are mainly due to a single, lo- 
calized phonon state of frequency wo (such as, e.g., a libra- 
tion of the molecule), it can be shown that the tempera- 
ture-dependence of the linewidth yh is given by the thermal 
occupation number of the pertinent phonon state, leading 
to the following relation: 

where (n) is given by equation (13). In this case one speaks 
of resonant phonon scattering. For h wo 4 kT, equation (42) 
leads, to a good approximation, to a quadratic temperature 
dependence. For hwo> kT, one can extrapolate to an ex- 
ponential behavior exp( -h wo/kT')[74,921. 

160 c 0 B1 
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* +I 
Fig. 23. Temperature dependence of the homogeneous line width of porphin 
in n-octane for the B,- and Bz-sites [74]. 

Figure 23 shows the homogeneous line width of porphin 
in n-octane as a function of temperature[741. The theoretical 
curves are calculated using equation (42). As T-0, the line 
width approaches the limiting value of 9 MHz. This corre- 
sponds to the "Heisenberg limit", in which the line width 
is given by the fluorescence lifetime. 

The influence of local lattice vibrations can also be in- 
terpreted within the framework of the theory of the optical 
exchange m e c h a n i ~ m [ ~ ~ . ~ ' . ~ ~ ] .  Figure 24 shows the main 
features of the model: The optical transition between the 
two phonon levels shows an energy mismatch A with the 
purely electronic transition. Since the phonon states are, in 
thermal equilibrium, constantly created and annihilated, 
the optical line constantly jumps between the two transi- 
tion frequencies w and w + A .  This leads to a broadening 
which for low temperatures (hwo>kT) is given by 

where z is the lifetime of the excited phonon state. A char- 
acteristic feature of the model is the frequency shift as a 
function of temperature, which is given by: 
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Fig. 24. Four-level scheme on which the optical exchange narrowing model is 
based (see text). 

W ( T ) - O ( O )  = ~ A exp( -h w0//cv 
1 + A 2 t 2  

Three cases can be distinguished[941: 

Fast exchange: A . z < l  
Slow exchange: A . z % l  
Intermediate exchange: A .z= 1 

(44) 

By measuring both the frequency shift and the line broad- 
ening as a function of temperature, one can determine the 
quantities A and z as well as the energy of the associated 
phonon state. For porphin in n-octane the phonon energy 
was found to be 15 cm-’; its lifetime was estimated to be 
3 ps. 

In the slow exchange limit the frequency shift is very 
small, and yh(T) is independent of A[951. 

In equations (43) and (44) z is assumed to be indepen- 
dent of temperature. This assumption may be valid for 
phonons over a narrow temperature range. Since, however, 
the exchange can also occur with states other than those of 
phonons (e.g. TLS), z can become temperature dependent. 
In this case, situations in which yh(T) increases with in- 
creasing temperature and those in which it decreases with 
increasing temperature (optical exchange narrowing; see 
Section 13) can be encountered. 

11. Photochemical Holes in External Fields 

Due to their narrow width, photochemical holes can be 
regarded as excellent frequency markers which allow one 
to measure spectral changes of the order of a line width. 
These small changes would remain undetected, if one were 
to measure the complete broad inhomogeneous band. 
Hence, hole burning can be used to increase the experi- 
mental accuracy of measured line shifts by several orders 
of magnitude. This has been used for to measure small 
Zeeman and Stark shifts in doped crystals and glasses. 

11.1. Zeeman Experiments 

Zeeman studies of optical transitions of organic mole- 
cules were conducted in 1971 using metal porphinate~[~~’. 

These molecules have D4h point group symmetry; their S1- 
state is characterized by an electronic angular momentum 
perpendicular to the molecular plane (z-axis), which gives 
rise to a magnetic moment in the S,-state. The twofold de- 
generacy of the S,-state is removed in the crystal field, 

Meta l (  ~ l ) -po rph ina te  Chlorin 

leading to a small splitting. Due to the small splitting, the 
interaction between the two crystal field states is compara- 
tively large and, therefore, the energy shift AE in an exter- 
nal magnetic field is, in case of the S,-state, larger than the 
inhomogeneous band width. This large energy difference 
can readily be detected and allows the determination of 
the matrix element A characterizing the angular momen- 
tum: 

AE= - @ A  HZ)’ / (E2-EEl )  (45) 

Typical A values range between 4.2 and 4.3. A is an inter- 
esting quantity, because it can be calculated within the 
framework of structural models. Comparison with experi- 
mental data permits a convenient examination of the valid- 
ity of the molecular models. 

1560 MHz - 

H = O  

II 
0 - 1  - *  +AE[GHz] 

Fig. 25. Zeeman shift of a photochemical hole of porphin in n-octane [97] 
(see text). 
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These experiments are not feasible with the free base 
porphin. Because the molecular symmetry is lowered from 
D4h to D2h the two levels, which were originally split by the 
crystal field, are now split by the molecular field and are 
ca. 3000 cm-’ apart. Equation (45) shows that the Zee- 
man-shift is inversely proportional to the energy splitting 
and, thus, one can expect Zeeman-shifts of 0.03 cm-’, 
which is about 1130th of the inhomogeneous line width r 
( r i n  n-alkane crystals is ca. 1 cm-I). Nevertheless, by ap- 
plying PHB methods it was possible to determine the Zee- 
man shiftf9’]. Figure 25 shows the results obtained using 
two identical samples at 2 K. One of the samples was in a 
superconducting coil; the other sample was used as a ref- 
erence wavelength marker into which a series of holes was 
burnt, which were separated by the laser modes. The “mas- 
ter sample” had only one hole, whose shift with external 
magnetic field could be measured by comparing it with the 
hole pattern of the reference sample. Using this high preci- 
sion method, it could be shown that the A-value is much 
larger for free base porphin relative to those of metal por- 
phins. With the same method one could also perform Zee- 
man experiments using the two tautomers of chlorin (7,8- 
d ihydrop~rph in ) [~~ ,~~’ .  By comparison of the correspond- 
ing Zeeman-shifts in the various “sites” of the n-alkane 
crystal the energy difference E , - E ,  and A for both tau- 
tomers could be determined. 

Transient optical hole burning experiments were per- 
formed using inorganic crystals. Since these crystals do not 
exhibit “permanent” photochemical states for the hole 
burning experiment, their nuclear hyperfine states were 
used as long-lived “hole states”, marking the shifts by ex- 
ternal fields[’OO,ln’]. If hyperfine states are used one can uti- 
lize holes as probes for RF-transitions in the spin systems 
and develop rather sophisticated techniques [optical detec- 
tion of nuclear magnetic resonance (ODNMR) and optical 
detection of nuclear quadrupole resonance (ODNQR)]. 

11.2. Stark Experiments 

Similar techniques can be used to study molecular inter- 
actions with external electric fields with vastly increased 
precision. Molecules without centers of inversion possess a 
permanent dipole moment and, hence, their transition en- 
ergy changes linearly in an external electric field (linear 
Stark-shift). Symmetric molecules without permanent di- 
pole moments exhibit a quadratic Stark-shift. 

By evaluating these shifts, small changes in the dipole 
moment and in the polarizability upon electronic excita- 
tion can be measured. Frequently these methods also give 
some insight into the relative orientation between the guest 
molecule and the host crystal. Figure 26 shows the results 
of a Stark experiment with chlorin[’n21: The hole observed 
exhibits splitting in an external electric field due to the in- 
version symmetry of the crystal. Whereas the dipole mo- 
ment of chlorin only changes its absolute value (0.23 D), its 
photo-isomer also changes its direction. The directional 
change of the isomer is also “site dependent”, presumably 
because of the strong S1, S, mixing which occurs due to the 
small S1 - S2 energy gap. 

A combination of spectral hole burning and Stark effect 
has also been applied to color centers in NaF[’03-1051. The 

0.00 kV 

\n, 3.00 kV 

, 2.00 GHz 

Fig. 26. Stark-shift of a photochemical hole of chlorin in n-hexane [lo21 (see 
text). 

hole burning mechanism presumably involves either pho- 
to-ionization or electron tunneling in the excited state. The 
observed lifetimes of the corresponding photoproducts can 
be rather long (back tunneling to the original state). Stark 
experiments allow conclusions to be drawn which clarify 
both the symmetry and microscopic nature of the corre- 
sponding color centers. 

Stark experiments in glasses are rather different from 
those in single crystals. Here, the external field leads 
mainly to broadening of the observed holes due to the 
geometry of the isotropic glass. From the increase in line 
width, the average changes in the electric (or magnetic) di- 
pole moment can be calculated. The initial experiments 
were performed on the sodium salt of resorufin (Fig. 27) in 

HO 
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Fig. 27. Stark broadening of a photochemical hole of the sodium salt of reso- 
rufin in poly(methy1 methacrylate) films [l06]. 

poly(methy1 methacrylate) films[1061. From these experi- 
ments one could infer a change of the dipole moment of 
0.25 D upon excitation to the &-state. If holes are burned 
while an external field is applied[’07.’n81, the hole-spectrum 
can subsequently be scanned by scanning the external field 
(Fig. 28). The maximum hole depth is achieved if the field 
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Fig. 28. Line shape of a photochemical hole as a function of the external 
electric field. System: Perylene in poly(vinylbutyra1). 1) Hole burnt at a field 
of t60 kV/cm. 2) Additional hole burnt at a field of -60 kV/cm [107]. 

equals that at which the photochemical reaction was per- 
formed, in both magnitude and direction. The hole can 
therefore be viewed as a “memory” of the field strength 
and direction during the PHB photochemistry. 

12. Non-Resonant Holes and Correlation Effects 

Each photochemical hole burnt at the laser frequency 
wL must, in principle, appear in all other optical bands of 
the photoreactive molecule. A photochemical hole can 
therefore be investigated off-resonance at a frequency 
which is far removed from that of the laser. This experi- 
ment raises the question of what information can be 
gained using such a procedure. 

Figure 29 gives an example of non-resonant hole burn- 
ing: A hole was produced in the first vibrational band of 
1,4-dihydroxyanthraquinone at ca. 5030 A. As a conse- 

- A I A 1  
Fig. 29. Absorption spectrum of quinizarip in an ethanol-methanol glass 
(3 : 1) before and after hole burning at 5032 A (1 mW/cm*, T= 1.8 K). Several 
satellite holes appear in the 00-band of the spectrum [IIO]. 

quence, a whole sequence of holes appears in the 00-band 
of the molecule. The non-resonant holes in the 00-band are 
considerably wider than the resonant hole at frequency wL. 
Figures 30 and 31 give a more detailed view of this situa- 
tion. The occurrence of multiplets of holes was first ob- 
served by Kharlamoo et al.[1091. Multiplets appear because 
the difference in the frequencies of vibrational states can 
be smaller than the inhomogeneous band width. Hence, ir- 
radiation at wL leads simultaneously to photochemical 
holes at various sites, which appear at different frequen- 
cies in the 00-band. 

I ’  
5000 5020 5040 - ~ [ A I  

Fig. 30. Enlarged section of the spectrum of Figure 29. Resonant hole [IIO]. 
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Fig. 31. Enlarged section of the spectrum of Figure 29. Nonresonant satellite 
holes [lIO]. 

If one wants to calculate the hole shape and hole width 
of the relaxed a joint probability distribution 
must be considered. This distribution determines the prob- 
ability of detecting a photochemical process at frequency 
w2 (of the inhomogeneous 00-envelope), initiated with 
laser irradiation into a vibronic transition at ol. This is 
rather analogous to the problem of correlating the errors in 
two variables1”’]. In the simplest case, the distribution 
function is given by a two-dimensional Gaussian distribu- 
tion [eq. (47)]. 
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9 is a scaling factor, which becomes 1 if the inhomogen- 
eous widths r, of the state n (here a vibrational state) and 
fo of the state 0 are identical. p Characterizes the degree of 
correlation: 

By examining two limiting cases, the significance of p be- 
comes apparent. If p = 1 complete correlation results; the 
second Gaussian function in equation (47) ist a &function 
and there is complete site selectivity in the non-resonant 
state. The widths of the non-resonant holes in this case are 
narrow and determined by the pertinent dephasing times. 
(The fluorescence from the non-resonant state is also nar- 
row.) If the condition p=O holds, the second Gaussian 
function in equation (47) has a width of fa, i.e. a state 
which had been site-selected in the vibrational level n will 
be spread over the complete inhomogeneous band charac- 
terizing the 00-transition. In the latter case no narrow holes 
appear at the origin. In reality, one finds the situation of 
intermediate correlation. Here the hole shape can be calcu- 
lated by a convolution of the zero-phonon lines z,(o) and 
zo(w) with the corresponding inhomogeneous profiles 
given above can be measured. If instead of focussing on a 
(i.e. to a convolution of a Gaussian and Lorentzian pro- 
file). If the homogeneous line widths in the states n and 0 
are small compared to the width of the non-resonant holes, 
the shape of the non-resonant holes is Gaussian and their 
widths are given by f o ( l  -p2)"'. 

By measuring this width (Figs. 30 and 31), one can cal- 
culate the loss of correlation between the vibrational state 
considered and the electronic origin: for quinizarin, 

This means that the vibronic transitions are highly corre- 
lated with their electronic origin. It is only because of the 
narrow hole width that correlation losses as small as those 
given above can be measured. If, instead of focussing on a 
vibrational state n, one focussed on a different electronic 
state, for amorphous hosts, a vanishing correlation occurs 
as a rule. However, there is a possibility in crystalline ma- 
terials that a certain degree of correlation may still exist 
even for different electronic states. Experiments probing 
the degree of correlation can therefore be looked upon as 
experiments which shed light on the role played by the sol- 
vent in optical excitation processes. 

To understand the correlation phenomena discussed 
here, one has to consider a microscopic model. Gorokhovs- 
kii and Kikasf1l2I assumed that the inhomogeneity not only 
affects the various electronic levels, but also independently 
the vibrational levels. Figure 32 reflects this argument for 
an energy level scheme. If one excites into a vibrational 
level, two different sites are excited which have slightly 
different vibrational energies, but which, nevertheless, ab- 
sorb at the same frequency wL. In the 00-transition both 
sites differ in frequency by the difference of their vibra- 
tional energies. If instead of two sites one has a complete 

1 -p = 10 -5. 

site distribution, the above argument leads to an inhomo- 
geneous broadening of the vibrational frequencies. This 
broadening is, on a relative scale, comparable to the inho- 
mogeneous broadening of electronic levels. Besides corre- 
lation effects, using non-resonant holes, one can study the 
vibrational frequencies of photoactive molecules in the ex- 
cited ~tate['~',"~]. Even in glasses, these frequencies can be 
studied with great accuracy. These experiments comple- 
ment FLN techniques which allow the determination of 
ground state frequencies. By using both PHB- and FLN 
techniques vibrational frequency changes upon electronic 
excitation of molecular states can therefore be measured 
with great accuracy. 

Excited state .;"-.. Excited state Y=IAD 
Ground state 

Fig. 32. Microscopic model describing the observed vibrational inhomogen- 
eities. Sites 1) and 2) have slightly different vibrational energies. 

13. Amorphous Solids 

In 1976 the first fluorescence line narrowing (FLN) ex- 
periments were performed using inorganic glasses doped 
with paramagnetic ions and it was observed that optical 
properties in crystalline systems were quite different from 
those in amorphous solids["41. For example, the homoge- 
neous line width did not increase with T7 (see Section lo), 
but increased with a lower temperature exponent. Similar 
observations were made for ESR and NMR experi- 
ment~["~-"']. In addition, the observation was made that 
the homogeneous line width in glasses was much larger 
than that in I 19]. 

At first, these results came as a surprise, because it was 
known that the Debye model could be applied to glasses, 
and that optical line widths were mainly determined by 
elastic phonon scattering. A comparison of these new find- 
ings with results obtained from experiments on organic 
glasses created some new aspects. FLN experiments could 
only partly be evaluated due to the above discussed diffi- 
culties concerning correlation effects. Most new aspects 
therefore came from hole burning experi- 
ments[ I 1,45,46,61, 106,1191 (see also 15]). Even the initial experi- 
ments indicated that the optical line widths in organic 
glasses were larger than those typical of inorganic 
glasses[461. The measured hole widths were, even at 2 K, al- 
most a wavenumber; this was an important fact, which had 
to be taken into account by theoretical considerations. As 
we have seen in Section 3, the homogeneous line width as 
T-+O is given by the "Heisenberg-limit", i.e. by the lifetime 
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of the excited state [eq. (lo)]. Hole burning experiments, 
however, showed deviations from the Heisenberg-limit of 
up to three orders of magnitude, and there was considera- 
ble discussion as to the possibility of a residual line width 
as T-0. This discussion was interesting, because some sys- 
tems, like porphin, allowed an extrapolation to the “Hei- 
senberg-limit” as T-+O[120-1221 (with a power law 
Similar results were obtained for chlorin in polymer 
films[’231. The various conflicting data showing different 
temperature exponents and different residual line widths 
stimulated various theoretical model calcula- 
t i o n ~ [ ~ , ~ ~ , ’  19,1249125-1291. One of the salient points of most 
models was a coupling mechanism of the dye probe mole- 
cules to the double-well potentials of the glassy state (Fig. 
33a). If coupling to a single double well potential is con- 
sidered, one has to deal with a total of four levels (Fig. 
33b). It is of importance that a glass is, by definition, a sys- 
tem which is not in thermodynamic equilibrium; it has a 
residual entropy at T=O. Therefore, even at this tempera- 
ture relaxation processes can occur via phonon emission 
(Fig. 33b), and can contribute to the line width. For a final 
assessment of this situation, however, a complete knowl- 
edge of the microscopic glass parameters would be neces- 
sary: Such parameters are barrier heights and energy val- 
ues of the TLS levels, coupling matrix elements, veclocities 
of sound, etc. With these parameters still undetermined, 
the question as to the “true” homogeneous line width has 
no definite answer, yet. 

0.L 

03- 
I - 
I 

5 
I 

t 
A 0 2 -  

01  

a 

I I>- 

lo>- - 

- 

h w  

b 
l12>- 
Ill>- 

1 
hul,/ 

Fig. 33. a) Model describing the coupling of an optical transition to the tun- 
neling potentials of a glass. b) Generalized level scheme. The symbols lo) and 
11) correspond to the electronic excitations. The symbols IOl), 102) and Ill), 
112) symbolize the corresponding tunneling states in the ground and excited 
states, respectively. 

New theoretical aspects were introduced by considering 
“fractal dimensions”[’301. We can visualize this new con- 
cept by constructing a glass through areas of solid materi- 
al, which are statistically interrupted by areas of “free vol- 
ume”. The general topological properties of such a com- 
posite system can, in general, not always be described by a 
three-dimensional model. The topology could, for exam- 
ple, be mainly two-dimensional with some “local defects” 
pointing into the third dimension. This is important for 
calculations of the phonon density of states, which can be 
different from the usual situation encountered in a three- 
dimensional lattice. The new dimensionality is smaller 
than three, yet, larger than two: One can speak of “fractal 
dimensions”, whose elementary excitations are termed 

“fractons”. If the TLS-levels are coupled to fractons, in- 
stead of to phonons, one can expect different power laws 
for the optical line width due to the different density of 
states[1311. Under certain conditions (percolating network, 
dipole-quadrupole coupling) one arrives at a power law of 
~ 1 . 3 3  . There is, however, a limitation to the applicability of 
fracton excitations. The theory can only be applied above 
a critical temperature T,. At the critical temperature the av- 
erage phonon wavelength is of the length of a structural 
domain. Therefore, one has to consider domain excitations 
for T> T, and thermal phonon excitations for T< T,. In 
the latter case the domain structure is of little relevance 
and a simple Debye spectrum can be assumed. A tempera- 
ture law of has also been obtained by other theoreti- 
cal appro ache^^'^^^'^^^. 

The concept of two-level systems also leads to further, 
interesting consequences (Fig. 33b): Since the TLS-split- 
ting is, in general, different in the ground and excited 
states, the transitions 1 and 2 of the four-level scheme are 
non-degenerate. At low temperatures this difference in 
TLS-splittings contributes to the optical line width. It can 
be assumed that, at high temperatures, the relaxation path- 
ways shown in Figure 33b are so efficient that optical “ex- 
change narrowing” takes place. If one were to assume that 
the relaxation processes slow down at low temperatures, 
an increase of the line width with decreasing temperature 
would be expected, as is shown in Figure 34[13”. Line 
broadening of this type with decreasing temperature is well 
known in NMR spectroscopy; however, to our knowledge 
no comparable results have been obtained in the optical 
domain, other than the preliminary data on amorphous 
polymers. 

The discovery of irreversible contributions to the optical 
line width of dye molecules in glasses is of considerable 
i m p o r t a n ~ e [ ~ ~ , ~ ~ ~ .  Similar phenomena are not known from 
single crystal data and, hence, have to be discussed in 
some detail. 

5 10 15 20 - T [ K I  

Fig. 34. Hole width as a function of temperature for phthalocyanine in poly- 
ethylene. The arrows mark the burning temperature. The increase of line 
width with falling temperature is rather unusual 11321. 
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We start with the concept that a glass can be described 
by a distribution of double well potentials. In this model a 
“particle” can tunnel from the left potential minimum to 
the right potential minimum: in thermal equilibrium both 
processes occur. Associated with the tunneling processes 
are changes in the optical energy of the particles, since the 
potential curves are different in the ground and excited 
states (Fig. 33a). It is evident that the tunneling dynamics 
do not change the total number of molecules absorbing at 
a given frequency and, hence, the inhomogeneous line pro- 
file does not change in time and temperature; in other 
words the “site population” is in a stationary state. 

This situation changes if, by light irradiation, a hole is 
burnt into the inhomogeneous distribution. The equilib- 
rium is then perturbed and more particles tunnel into the 
hole relative to those tunneling out of it. This process leads 
to a change in line width by spectral d i f f ~ s i o n I ’ ~ ~ ~ ’ ~ ~ ~ ’ ~ ~ 1 .  
Processes of this kind are always present and can be de- 
tected with high sensitivity in hole burning experiments at 
low temperatures (5 K in Fig. 35a) and by subsequently cy- 
cling the temperature. At higher temperatures the rates de- 
termining spectral diffusion increase via thermally assisted 
processes. The glassy state moves towards a state of new 
quasi-equilibrium. If the temperature is recycled to the low 
value again, the new state is frozen in and can be evaluated 
spectroscopically. In the case of quinizarin, the increase in 
line width is a factor of two. The hole width changes irre- 
versibly with temperature; it becomes dependent on the 
sample history, a characteristic feature of non-equilibrium 
systems. 

a b 

hole burning process been performed at each individual 
temperature point (Fig. 35b)[45,651. 

At present, the time scale of these diffusion processes is 
not known exactly. It seems that there are processes which 
occur on the Tl-time scale, but there are also very slow 
processes. The different time scales arise because of the 
different barrier heights and the different tunneling dis- 
tances and masses. 

Hole burning offers a means of investigating the time 
scale of such diffusion processes. It should be mentioned, 
however, that spectral diffusion in photochemical hole 
burning can be due to two different processes: It can be 
caused from the reorientation of molecules in the ground- 
state (physical dark process) and can also be caused by a 
back reaction from the IP) state to the IR) state (Fig. 13) 
(chemical dark reaction). Both processes may change the 
hole width in a different way. 

The chemical dark reaction has been investigated in only 
a few  system^['^^,^^^^. It was found for quinizarin in alcohol 
glasses that the reaction occurs on a logarithmic time scale 
(Fig. 36)[1361. Between 1.3 and 4.2 K the slopes of the loga- 
rithmic decay curves show little temperature dependence, 
but exhibit a pronounced isotope effect upon deuteration 
of the sample. We would like to discuss briefly how such a 
behavior can be understood. 

4 
5143 5145 5141 0 5 10 15 20 25 30 

- A111 T[KI 

Fig. 35. a) Irreversible contributions to the line width. Both holes were burnt 
at ca. 5 K. The broad hole was subsequently exposed to a temperature cycle 
during which the sample was rapidly warmed up to 20 K. System: Quinizarin 
in ethanol glass (451. b) Hole width as a function of temperature. A : Burning 
temperature equals temperature of spectroscopic experiment. 0 : Burning 
temperature 2 K. 0,  x : Reduction of both curves to one master curve (good 
tit up to 20 K) [65]. System: Quinizarin in boric acid [45]. 

Because of these irreversible diffusion processes, one 
has to proceed with extreme care if it is desired to measure 
a homogeneous line width and its temperature depend- 
ence. If, for example, a hole is burned at low temperatures 
and one subsequently investigates the hole at higher tem- 
peratures, the result obtained differs from that had the 

1 
1 10 lo2 lo3 lo4 

t [min] 

Fig. 36. Hole recovery as a function of time using the system quinizarin in 
ethanol-methanol glass (3 : 1) 0 and in perdeuterated ethanol-methanol glass 
(3 : 1) a. The slopes show a pronounced isotope effect [136]. 

Two main points have to be considered: a) The back 
reaction occurs via tunneling and b) the distribution of the 
reaction rates is given by the corresponding tunneling 
rates, as determined, for example, by measurements of the 
specific heat. Point a) is corroborated by the experimen- 
tally determined isotope effect. Point b) is plausible, since 
the back reaction, which involves reorientation of a hy- 
drogen bond, is matrix controlled, i.e. depends on the local 
geometry of the solvent cage. If one accepts these assump- 
tions, the number of molecules which have returned to the 
educt state after a time t can be calculated by integrating 
the rate distribution function: 

(49) n R~ --=No p ( R ) d R  
nl R 
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where n,is the number of molecules in the photoproduct 
state after a time tl has elapsed between hole burning and 
the first probing experiment. p(R) is the distribution func- 
tion of relaxation rates, as obtained from specific heat 
m e a s ~ r e m e n t s [ ~ ~ - ~ ~ ~  : 

where R,,, is the fastest relaxation rate, Rmin is the slowest 
rate, and P is a constant. The constant No normalizes the 
number of particles. It is clear that for different observa- 
tion times different relaxation rates R = l / t  are observed. 
The fastest rate which can be observed in a hole burning 
experiment is given by R1 = l i t l .  If it is assumed that l / t l  
arises because of the slow time scale of our experiment, i.e. 
is small compared to R,,,, then the square root in equa- 
tion (50) can be neglected. After integrating equation (49), 
one obtains an expression for the relative hole area which 
shows a logarithmic time dependence 

t 
- 1 -  In---!- In- 

A 
-- A1 [ IL-’ t ,  

From the slope of the hole decay, as given in equation (51), 
the ratio of the rate constants RI/Rmin can be estimated. 
The ratios vary, for the various experiments, over a vast 
range, i.e. 8 orders of magnitude for protonated alcohol 
glass and 19 orders of magnitude for deuterated alcohol 
glass[’361. A logarithmic decay law corresponds to the slow- 
est possible decay kinetics. The holes therefore persist 
over very long time intervals. 

Finally, the problem of the large optical line width of 
holes has to be addressed. A typical example is quinizarin, 
whose hole width in an EtOH/MeOH glass at 1.3 K is 0.55 
cm-’. Power- and saturation-broadening can be ruled out. 
This value is two to three orders of magnitude removed 
from the “Heisenberg-limit” which should be valid as 
T+O. The question therefore arises as to whether or not 
this line width can be considered as the homogeneous 
width. Alternatively the following situation could be con- 
ceived: It is feasible that fast spectral diffusion processes 
set in immediately after the hole burning has created a 
non-equilibrium situation. This spectral diffusion could, in 
principle, also mask photochemical saturation (i.e. refilling 
of a hole which is close to the bottom of the band). 

Spectral diffusion can also be initiated by external pa- 

partly absorbed by the TLS-levels and, thus, lead to 
changes in the optical energy levels. Consequently, a spec- 
tral hole can be refilled by sound waves. In this respect 
one can look upon a hole as a “phonon memory”[421. 

For a more detailed view of the optical properties of 
glasses it must finally be considered that not only the TLS- 
parameters are given by distribution functions, but also 
most other parameters which enter the model description 
(Section 9); for example, the Debye-Waller factor, the pho- 
tochemical yield, and the thermal stability of the photopro- 

Even the homogeneous line width need not be uni- 
All these parameters contribute to the spectral 

properties and to the time dependencies which character- 

rameters[42. 137-1401 . A n ultrasonic pulse, for example, can be 

ize hole burning. It can therefore be appreciated that opti- 
cal hole burning can be used as a sensitive tool for investi- 
gating subtle aspects of the physics of the amorphous 
state. 

14. Photochemical Hole Burning 
in Biological Systems: Phycobiliproteins 

14.1. Antenna Pigments 

Chlorophyll is the most essential part of the photosyn- 
thetic reaction center, but has a comparatively low absorp- 
tion coefficient in the visible spectrum. In photosynthetic 
organisms a great deal of the sunlight is absorbed by so- 
called antenna pigments. These channel the absorbed pho- 
ton energy to the reaction centers. The phycobiliproteins 
such as phycoerythrin (PE), phycocyanin (PC), and allo- 
phycocyanin (APC) (see Fig. 37) characterize a class of an- 
tenna pigments. The pigments contain several dye mole- 
cules (chromophores) which are coupled via energy trans- 
fer processes (see e.g. [”]). The chromophores are coval- 

Phycocyanobilin 

) M e M e  /= 

Phycoerythrobilin 

ently bound, at least at one position, to their protein envi- 
ronment and their excitation energy differs both due to the 
different micro-environment of the protein and their dif- 
ferent structures. The energy transfer process between the 
chromophores is therefore non-resonant. 

Conventional optical spectroscopy of antenna pigments 
is handicapped by low optical resolution due to the large 
inhomogeneous band width of the pigment spectra. Until 

I 
Visible 
range I 

PE 1 n 

Sunlight T i 
Photochemistry 

Fig. 37. Energy levels and energy transfer in the antenna pigments. PE: phy- 
coerythrin, PC: phycocyanin, APC: allophycocyanin, RC: reaction center. 
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now it was therefore impossible to investigate the spectro- 
scopy of the various chromophores selectively. Hole burn- 
ing is a new approach in this direction, because it increases 
the optical resolution by several orders of magnitude. The 
first experiments on isolated antenna pigments were pub- 
lished in 1981"41J. In the following section we summarize 
the results. 

14.2. Low Temperature Photochemistry of 
Antenna Pigments 

Figure 38 shows a sequence of photochemical holes 
which have been burnt into the visible bands of phyco- 
cyanin (6270 A) and allophycocyanin (6250 A). The num- 
bers label the sequence of hole burning experiments. The 
data indicate that the creation of a low energy hole has no 
influence on a hole previously burned at higher frequency; 
however, hole burning at high frequencies seems to partly 
refill holes previously burned at lower frequencies. The 
creation of hole 3, for example, refills hole 2, but does not 
affect hole 1. 

Et Et Et Et Et Et Et Et 
17 H - - 
0-0 H H H 

Riliverdin-model dye 

periments using a model chromophore. Figure 39 shows an 
absorption spectrum of a biliverdin dye in an alcohol glass 
matrix. The spectrum splits into two bands at low tempera- 
tures. It is believed that the high energy band is due to the 
neutral dye molecule and that the low energy band is asso- 
ciated with the protonated species['421. Only the protonated 
form, however, exhibits PHB-photochemistry. In general, 
photochemical hole burning is not possible in all spectral 
ranges. For example, for phycocyanin within the visible 
spectral range of absorption, the low energy band shows 
efficient hole burning, whereas the high energy band exhi- 
bits no measurable photochemical yield. Possibly the cor- 
responding chromophore is deprotonated similarly to the 
model dye. 

A- 
1 6300 6400 6500 6600 

Fig. 38. Photochemical holes in the lowest energy band of phycocyanin + al- 
lophycocyanin. The numbers label the sequence of hole burning events [141]. 
T =  1.8 K, resolution 0.15 A. 

From this it can be concluded that the hole burning 
process is photo-reversible and that the photoproduct ab- 
sorbs at energies higher than the absorption energies of the 
educt. It appears that the photoproduct state cannot be 
reached directly from the excited educt state (S,). Most 
probably it is reached through an intramolecular relaxa- 
tion process, i.e. intersystem crossing (ISC) to the triplet 
state To. In the latter case the inverse fluorescence lifetime 
would be an upper bound for the photochemical reaction 
rate. 

We believe that the case considered here is a light-in- 
duced proton transfer. This assumption is supported by ex- 

I I 1 I I I 
6000 6500 7000 - M A 1  

Fig. 39. Hole burning experiments using a biliverdin model dye. Only the 
protonated species shows measurable photochemistry (see arrow) [141]. Ma- 
trix: Ethanol-methanol glass (3 : I), T =  1.8 K, resolution 0.15 A. 

14.3. Energy Transfer and Satellite Holes 

Phycoerythrin behaves similarly to phycocyanin, the 
main difference being that hole burning occurs in both the 
high and low energy bands (Fig. 40). It is interesting to 
note that the creation of one hole at high energies leads to 
a whole series of holes which are displaced by ca. 600 
cm-' to lower energies. At first, one could attribute this 
phenomenon to vibronic hole burning, as described in Sec- 
tion 12. There are, however, several arguments which can 
be raised against such an interpretation, the principal one 
being that no vibrational transitions can be observed in the 
fluorescence spectrum. It is therefore more likely that the 
satellite holes are due to energy transfer between the var- 
ious chromophores of the protein. In this case, one can 
distinguish three limiting cases. 
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Fig. 40. Hole burning experiments using phycoerythrin [1411. a) Spectrum 
prior to irradiation. b) Spectrum after irradiation at 5500 .k (1 mW/cm2, 
10 min). The spectrum shows off-resonant satellite holes (arrows). c) Photo- 
chemical hole burning in the low energy band. No satellites appear at higher 
energies. Matrix: Glycerol/buffer (3 : I ) ,  T= 1.8 K, resolution 0.2 A. 

a) The “fast transfer limit”, which is characterized by 

where kET is the energy transfer rate and kpR is the rate 
of the photoreaction. In the “fast transfer limit” the ex- 
citation energy is transferred to the energy acceptor be- 
fore a photoreaction can occur. In this case, only the 
satellite holes would be observed. 

b) The “slow transfer limit”, which is characterized by 

In this case only a resonant hole can be observed. 

c) The “intermediate transfer limit”, which is character- 
ized by 

In the latter case a fraction of the molecules can un- 
dergo a photoreaction in the time required for energy 
transfer to the acceptor molecules. Therefore resonant, 
as well as off-resonant, holes can be observed. 

The PHB experiments in phycoerythrin can, in principle, 
be explained using the “intermediate transfer limit”. As we 
discussed previously, the fluorescence rate and the photo- 
reaction rate at 2 K must be two competing processes; this 
assumption is corroborated by fluorescence measure- 
m e n t ~ ~ ’ ~ ~ ’ .  Within the framework of the above model it is 
of special relevance that the satellite holes are rather nar- 

row. This implies a very good correlation between the en- 
ergy levels of both donor and acceptor molecules 
(1 -p  = loP4). As a consequence, the local molecular envi- 
ronment of the chromophores must be similar, i.e. well 
correlated from one protein molecule to the other. This 
would support the concept of a highly structured protein 
unit with the dye molecules being surrounded by a repro- 
ducible local environment (aperiodic crystal). This unit 
would, to a large extent, shield the inhomogeneities of the 
solvent cage, at least for some of the chromophores. From 
these arguments one would also conclude that the energy 
transfer to the lowest energy chromophore is a relaxation 
process, which channels the energy downhill along a well 
defined “energy ladder”. The results of polarization ex- 
periments seem to support such a view[’431. 

Based on the sharp structure of the zero-phonon holes, 
one might conclude that the fluorescence is also structured 
if observed under FLN conditions. This, however, has not 
been found for phycoerythrin and phycocyanin[Iu1. Ob- 
viously, there is no high degree of correlation between the 
absorbing and the fluorescening chromophores, which 
have, as a rule, the lowest energies. One might speculate 
that these chromophores lie close to the protein surface 
and are, therefore, exposed to the inhomogeneous environ- 
ment of the glass matrix (glycerol/buffer solution). 

15. Technical Applications 

Photochemical hole burning has potentially interesting 
applications. Quite evident is the application for creating 
ultra-narrow optical filters with band widths in the MHz 
range. Holes could also be used as frequency markers (cf. 
Section 11) and for stabilizing lasers. It has been reported 
that holes can be used to modulate optical A 
rather attractive application has been pursued since 1978 : 
The use of PHB for ultra-high density storage of data in 
the optical ~ange [ ’~ ’ - ’~~~ .  Figure 41a shows a possible stor- 
age scheme. It consists of a spatial matrix of optical bits 
which can be scanned by a laser beam. If the laser hits a 
transmitting spot, it detects a logical 1 (an opaque spot 
would be 0). The highest storage density of such a scheme 
would be given by the minimal spot size of the laser focus, 

-u 
Two-dimen hole motrix as 5100 5150 5200 optical store - [A1 

Fig. 41. a) Scheme of an optical store based on photochemical hole burning. 
b) Photochemical holes as bits (units of information) in the frequency do- 
main. System: Quinizarin in ethanol-methanol glass (3 : 1, T= 1.8 K). 
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which is in the order of i12, where il is the laser wavelength 
(diffraction limit). The highest possible storage density us- 
ing light with the wavelength of 500 nm would therefore be 
10’ bits/cm2. If the material used in Figure 41a is replaced 
by one which allows hole burning, one can conceive a fre- 
quency selective storage scheme and the bit density can be 
increased by a factor of lo3 to lo4. This factor is roughly 
given by the ratio of the inhomogeneous line width of the 
storage material divided by twice the homogeneous line 
width. Figure 41b shows a sequence of holes burnt into the 
lowest absorption band of quinizarin in an ethanol/metha- 
no1 glass. The figure shows that the bits can be stored in a 
frequency selective fashion. 

In PHB-storage the frequency is used as an additional 
storage dimension, i.e. a two-dimensional spatial store 
would be three-dimensional. One could even conceive a 
four-dimensional store by using spatially three-dimen- 
sional  hologram^['^^-'^^^ . W ith such a method one would 
approach the storage density of the human brain. 

The technical problems for hole burning storage are for- 
midable. The least of these is the refrigeration of the stor- 
age material to 4 K ,  whereas the major problems arise 
from limitations in the speed of reading and writing the in- 
formation. These speeds are not solely limited by fre- 
quency addressing and spatial addressing; they are also 
limited by the photochemical reaction rate of the photo- 
reactive material. Last but not least, signal to noise consid- 
erations have to be discussed in detail[’s31. In the technical 
approach to the problem great success has been achieved 
using frequency modulation t echn iq~es [ ’~~ , ’~~I .  These 
methods show the feasibility of data rates in the MHz 
range. Simultaneous reading and writing in several “fre- 
quency channels” could possibly raise the data rates close 
to the GHz range. 

The problems which still bottleneck the method stem 
from optimizing the photochemical system. It would be de- 
sirable to have an active material which operates in the 
wavelength range of semiconductor lasers (800-900 nm), 
which are cheap and can be easily tuned and modulated. 
In this wavelength range color centers in alkali halides 
have been used as active materials. These systems have the 
disadvantage of narrow inhomogeneous line widths and of 
a rather limited hole lifetime (several hours). As a result, 
the information density, as determined by the factor r/ 
2 yh, is considerably smaller than that of organic materials. 
Judging from these criteria, organic materials would, in 
principle, be preferable. 

Another problem arises because frequent reading proc- 
esses gradually bleach the material and, hence, destroy the 
information. A possible solution to this problem is to use 
more than one light quantum (two-photon photochemis- 
try)[81,’561. This is illustrated in the energy level scheme in 
Figure 42: The frequency selective absorption of the first 
photon creates an intermediate state Il), most probably the 
lowest singlet state S1; it is considered to be photostable. 
The photoreactive state la) is reached by absorption of a 
second photon (Fig. 42a). This can also be reached with a 
second photon after a relaxation process to a long-lived in- 
termediate state 12) (Fig. 42b). 

Depending on the energies h w ,  and ha2, the storage 
scheme can be designed such that irradiation to level 11) 
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Fig. 42. Energy level scheme for hole burning via a two-photon process. a) 
Three-level diagram; b) four-level diagram. 

does not destroy the photochemical information. The dis- 
advantage of two-photon schemes is their low quantum 
yield. Similar schemes have been devised for holographic 
imaging techniques (two-photon, four-level scheme[’561). 

From the point of view of the stability of the holes, the 
use of photochemical hole burning schemes appears safe. 
Even those photochemical holes which exhibit decay phe- 
nomena (see Section 13) decay on a logarithmic time scale, 
i.e. have the slowest possible relaxation mechanism. 

Important results quoted in this article were obtained with 
the support of the Office of Naval Research and the Stiftung 
Volkswagenwerk. 
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Stepwise Assembly of a Cluster with Four Different 
Metal Atoms** 
By KIaus Fischer, Manfred Miiller, and 
Heinrich Vahrenkamp*. 

Heteronuclear organometallic clusters lend themselves 
more readily to systematic synthesis”] and to mechanistic 
reactivity studiesL2’ than homonuclear compounds. Their 

M e y H  
/ \  (CO)4Fe-PMeHCl (C0)4Fe-Co(C0)3 

1 2 \ 

3 
Scheme 1. Synthetic pathway to the clusters 5 

chemistry still presents many challenges, and we have now 
met one of these: the stepwise synthesis of a cluster having 
four different metal atoms from four simple precursors. 

The cluster 5a is formed from the synthetic building 
blocks MePCl,, Fe2(CO),, KCo(CO),, RU~(CO)~,, and 
Ph3PAuCl. We have previously described the reaction se- 
quence reproduced in simplified form in Scheme 1 as far 
as compound 4aL3]. Deprotonation of 4a with KH and sub- 
sequent treatment with Ph3PAuC1 led to black 5a[‘]. An al- 
ternative route to the cluster type 5 ,  involving a metal ex- 
change r eac t i~n [~-~] ,  has been found for the p3-sulfido com- 
plex 5b: 4b is formed from 3 (cf. Scheme 1) and can be 
converted into black-red 5b (yield 37%) by analogy to 
4af61. 

The constitutions of 5a and 5b were confirmed by X-ray 
structure analysis. A simplified molecular structure of 5a 
is shown in Figure 1. Because of disorder, in the com- 
pletely analogous structure of 5b only the heavy atom 
framework could be determined unequivocally[71. Like the 

\ - - ’J’ 
2. Ph3PAuCI 

4 a , E  = P M e  
4b, E = S 

5 a , E  = P M e  
5 b , E  = S 

[*I Prof. Dr. H. Vahrenkamp. DiDL-Chem. K. Fischer. Dr. M. Miiller ~. . -  
hydride ligand in 4a, the Ph3PAu moiety preferentially ad- 
opts an edge-bridging site, and hence the heteronuclear te- 
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